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LAG-LENGTH SELECTION AND GRANGER CAUSALITY

I. Introduction

It is generally acknowledged that the results of
Granger-Sims causality tests may be sensitive to the
specification of the lag length, and recent studies by Hsiao
(1981) and Choudhri (1983) and Fackler and McMillin (1983) have
given lag length selection a more prominent role in their
investigations of Granger causality. Nevertheless, the
importance of subjective criteria for model specification in
1ag Tength selection has been neither recognized nor
appreciated. It is the purpose of this paper to show that the
results of causality tests are extremely sensitive to the lag
specification and, ipso facto, to the implicit weight that
individuals assign to various factors in selecting the order of
the finite lags of the typical Granger causality test.

It will also be shown that the often used procedure of
arbitrarily selecting lag specifications, such as 4-4 and 8-8,
can produce misleading results. Furthermore, the arbitrary
choice of lags ignores the important role that model
specification plays in Granger causality tests and gives the
erroneous impression that lag specification can be controlled

for adequately by considering @ couple of arbitrarily chosen

lag lengths.



I11. Motivation

In order to illustrate how sensitive these tests can be
to lag length specification, the significance levels (i.e., the
probabilities of rejecting a true hypothesis) corresponding to
calculated F-statistics of Granger tests for various lag
specifications are presented in Tables 1 and 2. The outcomes
that yield a rejection of the null hypothesis at the 5 percent
lTevel are shaded. (The reader may wish to note how this region
would change had a 10 percent significance level been chosen).
Tables 1 and 2 present results of regressions of M2 and M1,
respectively, on nominal GNP (Y). The data are in compounded
annual growth rates. Twelve lags were considered on both
variables, and the equations were estimated over the period
I1/1962 and 111/1982, regardless of the 1ag specification. The
significance levels are presented rather than their corresponding
F-statistics because the latter are not degree-of-freedom
invariant.

The results suggest that one can substantiate either
the presence or absence of Granger-causality by the judicious
choice of 1ag length. It is interesting to note that had the
commonly chosen lags of 4-4 and 8-8 been used on the regression
of M2 on Y, one would have obtained conflicting results. A lag
structure of 4-4 suggests that income does not Granger-cause M2,
while 8-8 yields the opposite conclusion. Furthermore, had
slightly longer lags been used, say 5-5 and 9-9, the above

conclusion would have been reversed.



Thus, Tag length selection is extremely important, and
Hsiao (1981) is correct in suggesting that the lag should be
chosen on the basis of some statistical criterion.l/ However,

a number of such criteria exist and the choice of a particular

one depends on one's subjective evaluation of the importance of

various factors in model selection. These issues will now be
dealt with in a more systematic manner, starting with a

bivariate structural model.
II11. The Model

A standard bivariate dynamic structural model on which

the Granger test is based can be expressed as

vt +oxg = LW ypq + L)X xgq + ey

(1)

xg + 8 yp = LOOTxgq + LN ygq + ept.

Here, the maintained structure has x and y jointly determined

endogenous variables, € and €, are assumed to be IID

2
1
~-E(eqy €9¢1) = 0 for all tand t', and L(")” is the

(0, 0$), i =1, 2, such that--for the sake of simplicity
polynomial lag operator of order J, e.g., L(B)Qyt_] = BYi
tEBY ot FBYL g The reduced form of this model is

o Tt L(n11)8y¢1 + L12)Pxea + upe
xt = Ling)) &g + Lingp)Preoy + g,
where G and P are the larger of H or N and K or I, respectively.
The ©n's are nonlinear functions of the structural parameters
in (1). The equations in (2) are the standard equations for

the Granger variant of the test for causality.



In order to test for Granger causality between x and
y, one tests the hypotheses that either L(n12)P =0 or
)G

L(n = 0, or both. If neither can be rejected, then x

21
and y are independent series. If both are rejected, then there
is "feedback" between x and y. If the former hypothesis is
rejected but the Tatter is not, there is unidirectional
causality running from x to y, while if the latter is rejected
and the former is not, the reverse is true.

The test of the null hypothesis is critically
dependent on the values of the unknown values of the parameters
P and G. It is always possible to fail to reject either of the
above hypotheses by selecting large values for these
parameters, and, it is reasonable to assume, the same may be
true by choosing small values for these parameters as well.
(Note that this was true for both of the above examples).

Thus, one could argue that one should accept the hypothesis of
unidirectional causality (or independence) only if the
hypotheses L(Trm)P = 0 or L(ﬂz])G = 0 (or both) are

not rejected for all values of P and G over some reasonable

2/

range of values of these parameters.—" While such a search

can be conducted in a reasonably efficient manner for the
bivariate case, it may be considered too burdensome for
somefé/ Furthermore, there may exist some iag specifications
for which the null hypothesis is not rejected, at say the 5
percent level, by chance alone.

An alternative approach is to identify the



"appropriate” lag structure for the equations in (2). One
possible way to do this is to use a statistical criterion to
establish the parameters G and P. This is the approach taken
by Hsiao. There is an infinite set of statistical criteria,
however, on which the selection of these parameters could be
based;ﬂl As a result, different causality test results from
the same data can be based on different statistical criteria
for choosing values of P and G. Individuals could arrive at
different, but equally legitimate, conclusions concerning the
Granger-causal relation between time series due solely to
differences in their model selection criteria.

A question arises naturally: why should different
criteria be used for determining the l1ag length and for the
tests of Granger causality? Certainly the same classical
hypothesis testing framework which is normally employed in
tests of Granger causality could be employed in 1ag length
selection. Likewise, if one preferred an alternative
criterion, say a mean square error (MSE) norm such as those
suggested by Toro-Vizcarrondo and Wallace (1968) and Wallace
(1972), for selecting the order of the model, the same
criterion could be applied to tests of Granger causality. It
may be, however, that Granger-causality is only one of several
questions to be addressed. Furthermore, many of the commonly
used criteria for identifying the order of a model dc not have
a hypothesis testing counterpart. Whatever the reason, the

case where the objective functions differ is considered below.



IV. Model Specification Criteria

The researcher interested in selecting the order of
the previous model will choose a lower order model which is a
subset of the highest order model believed to be reasonable.
If the correct values of these parameters are selected, the
estimates will be best 1inear unbiased. If either P or G (or
both) is too large, the estimates will be unbiased but
inefficient. If either P or G {or both) is too small, the
estimates will be biased but will have a smaller variance.§/
If one is too large and the other too small, the estimates will
be biased and may be inefficient. The typically used selection
Criteria trade off the bias associated with a parsimonious
pérameterization against the inefficiency associated with
overparameterization.

Frequently cited criteria used here are: Mallows'
(1973) Cp-statistic (Cp), Akaike's (1969) Final Prediction
Error (FPE), Schwartz' (1978) Bayesian Information Criterion
(SBIC), the Bayesian Estimation Criterion (BEC) suggested by
Geweke and Meese (1981) and a technique suggested by Pagano and
Hartley (P—H).Q/ In applications, here and elsewhere [Batten
and Thornton (1983a)]. the P-H technique is similar to using a
standard F-test. For a more thorough discussion of these

criteria, see Batten and Thornton (1983b).2/



V. Lag-Length Selection Results

The above criteria are applied to bivariate
Granger-type equations involving nominal income (Y), M1, M2, M2
net of M1 (NM2), the adjusted monetary base (MB) and the
Treasury bill rate (TBR). A1l dollar denominated variables are
expressed in compounded annual rates of growth, and the TBR is
first differenced. The equations are estimated for the period
II/1962-III/1982;§/ The autocorrelation functions suggest
that all of the univariate time series, except MB, are
covariance stationary; nevertheless, as commonly suggested, a
time trend was included in all regressions.

The lag-length selection results are reported in
Table 3. While there were considerable differences across
criteria, the Bayesian criteria, SBIC and BEC, tended to pick
similar lags, as did the Cp and FPE criteria. In no
instance, however, did any of the criteria select identical lag
structures for both reduced form equations, as suggested by the
simple bivariate structural model.gf

The P-H technique did not succeed in selecting a
unique 1ag structure when M1 and the TBR were considered.
Unlike the other criteria considered, the P-H technique does
not necessarily lead to a definitive lag specification when two
or more l1ags are being chosen simultaneously. Indeed, in every
instance when ATBR is included, the P-H chosen lags were

difficult to identify.



VI. Granger Causality Test Results

In this section the results of a standard F-test for
Granger causality are presented for the 1ag length
specifications of the previous sections;lg/ The causality
test results for the SBIC- and Cp-selected lag structures are
not presented due to their close correspondence to the lag
structures chosen by BEC and FPE, respectively. The results
for the lag specifications selected by the remaining three
criteria, along with commonly used 4-4 and 8-8 specifications,
are presented in Table 4. The double dash indicates that this
criterion chose no 1ag for the independent variable.

There are several interesting aspects of Table 4.
First, in many instances, the test results based on alternative
lag specifications conflict. There were three instances when
4-4 and 8-8 produced contradictory results. Furthermore, there
were tiree instances in which the null hypothesis was not
rejected for the arbitrarily chosen lag structures but was
rejected for at least one of the other lag structures.

Second, there were two instances when the FPE
criterion chose a positive lag for the independent variable
that was not significant in the subsequent F-test. This
illustrates the problem of using Hsiac's suggestion that
Granger causality exists if FPE(G, P) < FPE(G, 0), i.e., this
procedure tacks & mechanism for determining significant
differences in FPE jevels. Alsc, there was one instance where

the null hypothesic couid not be rejected at the & percent



Tevel for the FPE chosen 1ag, but could be rejected for the P-H
chosen lag. Although not shown here, there was a fairly large
portion of the 1ag space considered over which the hypothesis
could be rejected. It is important that these limitations of
the Hsiao procedure he recognized since it is becoming more
widely used.ll/

Third, lack of Granger causality is indicated
frequently by the Bayesian criteria because they choose
extremé]y short 1ag specifications.

"~ Finally, there are instances when all the
specifications of Table 4 show or fail to show causality.
While not all of these instances were investigated further,
five of these cases are presented in Tables 5-9. Of these
five, there were two instances where the qualitative result is
consistent over the entire 1ag space. In both instances (Y on
MB, and NM2 on TBR) strong support for the lack of Granger
causality was obtained. Thus, there is fairly strong evidence
of the exogeneity of the monetary base with respect to income

and of the Treasury bill rate with respect to net szlg/

Tnis conclusion is independent of the lag specificationflé/

VII. A Comparison of the Criteria

The above results suggest that the FPE criterion
appears to do a good job of finding a significant lag structure
which will reject the null hypothesis if such a lag structure

exists. The gquestion naturally arises as to how well does this
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specification compare with those selected with the other
criteria and with the arbitrarily chosen lag structures. It
appears that the FPE criterion fares well in this regard. To
illustrate this, the FPE-selected models are compared with the
other models of Table 4 using a F-test. The results are
reported in Table 10. The models which are nonnested are
identified by N.N. If the FPE structure is of a lower order
than the alternative, it is denoted by (L); if it is of a
higher order, it is denoted by (H). If the FPE criterion
always picked the model which was preferred by this classical
hypothesis testing norm at the 5 percent level, all the F's
designated H would be significant, while those designated L
would not. While this is generally the case, it is not
always. Thus, the FPE criterion performs well by this norm,
but its performance is not uniform. (These results are
consistent with previous research, see Batten and Thornton
(1983b)). Thus, while the FPE criteria appears to be useful,
there is no good substitute for determining the model
specification criteria ex ante or for an extensive search of
the lag space if one wishes to insure that the causality test
results are not critically dependent on the judicious (or

fortuitous) choice of the lag structure.
VIII. Summary and Conclusions

The purpose of this paper was to show the extent to

which tests of Granger causality are dependent upon the
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selected order of the model. We have shown that for many of
the bivariate comparisons that are usually made, Granger
causality may or may not be rejected simply by choosing
alternative orders of the model. Because of this, we argue
individuals can arrive at different, but equally legitimate,
conclusions concerning the Granger-causal relation between time
series based solely on differences in their model selection
Criteria. Consequently, the order of these models cannot be
specified arbitrarily.

A comparison of several commonly used lag-length
selection criteria suggests that Akaike's FPE criteria performs
well relative to the others considered for the model, based on
a standard classical hypothesis testing norm. Furthermore, it
appears that the FPE criterion does a reasonably good job of
finding an order of the model which will give evidence of
Granger causality, if such a lag structure exists.
Nevertheless, there is no substitute for determining the
criteria for model specification ex ante or for an extensive
search of the lag space if one wishes to insure that the
causality test results are not critically dependent on the

judicious or fortuitous choice of the lag structure.



FOOTNOTES

l-/Four an interesting statistical criterion for choosing
the 1ag Tength, see Noble and Fields (1983).

g/Of course, this criterion may be too stringent since
the hypothesis may not be rejected for some P or G simply by
chance.

E/The F-statistics on which Tables 1 and 2 are based can
be calculated in an efficient manner using orthogonal
regressions. See Batten and Thornton (1983a).

E/For a discussion of some of these and references to
others, see Judge, et. al., (1980), chapter 11.

§-/Assum'ing, of course, that the included and excluded
variables are not orthogonal.

é/AH of these criteria are based on the residual sum of
squares. Leamer (1978) suggests that such procedures give way
to a Bayesian approach. Furthermore, nearly all of these
techniques give rise to the problem of preliminary test
estimation. Hence, a Stein rule might be desirable.

Z~/The application of these criteria is complicated by the
fact that there are two lags in the equation. This is
particularly true for the P-H technique.

§/It appears that there may have been a change in the
usual income-money relationship in 1V/1982 and 1/1983; see
Batten and Thornton (1983c). The sample ended with 111/1982 so
the results would not be affected by this development. The
peginning of the sample was determined by the availability of

the MZ series.
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2-/This could result from other types of misspecification
of these bivariate reduced form equations, such as the omission
of other relevant variables. See Cooley and LeRoy (1982) and

Conway, et. al. (1983) for other criticisms of tests of Granger

causality.

lg/There are a number of other ways this test can be
performed--most notably the Sims (1972) version. Results by
Geweke, et. al. (1983) and Guilkey and Salemi (1982) indicate
that the Granger variant is preferred.

ll/Furthermore, results (not reported here) suggest that
Hsiao is correct in stating that his sequential search
procedure need not lead to a global minimum for the FPE.

lg/Of course, endogeneity is not completely ruled out
because of the possibility of "spurious exogeneity." See
Jacobs, et. al (1979) and Cooley and LeRoy (1982) for details.

19-/1,'1 order to investigate the sensitivity of these
results to the stationarity of the time series and to
prefiltering of the data, all of the tests reported here were
repeated using the first difference of the growth rates of
dollar-denominated variables and the second difference of the
TBR. The qualitative results were essentially the same as
those reported here. The only exceptions involved the adjusted
monetary base. In particular, the conclusion that Y does not

Granger-cause MB was not independent of the lag specification.



Table 1: Significance Levels for Granger Causality Tests of M2 on Y

Lags of M2 Lags of Y
1 2 3 4
0 .803 .777 .604  .565
1 103 .130  .201
2 130 .158  .239
3 120 117 187
4 16 131 .213
5 19 130 .204
6 J 130 120,204
7 .085 .216 .186 .273
8 108 .267 .223 .317
9 .148  .350 .336 .452
10 149,352,343  .458
11 136 .332 .344  .455
12 175 .399  .408  .525




Table 2: Significance Levels for Granger Causality Tests of M1 on Y

Lags of Mi] Lags of Y
1 2 3 4 5 6 7 8 9 10 . 1 12
0 L967  .977  .526  .455  .546
1 .882  .959 .515  .404  .465
2 .936  .954  .499 .395 .444
3 947  .946  .473 .370 .418
4 .813 .700 .616 .233 .2%7
5 .736 .532 .283 .223 .093
6 .929  .588 377 .342 114
7 .828 .810 .454 .490 .280
8 .812 .850 .343 .414 .188
9 .812  .852 .348 .41C .194
10 .767  .825  .454 500 .268
1 .802 .844  .468 .506 .280
12 .803 .921 .508 .546 .238




Table 3: Lag Specifications for the Various Criteria

Dependent Variable/

Independent Variable Cp SBIC BEC FPE P-H
Y/M1 0/2 0/2 01 0/2 7/10
My 8/17 0/0 0/0 8/7 6/6
Y/M2 01 0N 0/1 on 11/6
Me/y 1/12 1/0 1/0 112 1/12
Y/NM2 0/1 0/1 0/1 0/1 nn

- NM2/Y 1/12 11 1/0 1/12 1/12
Y/MB 0/3 0/1 0/1 0/3 0/3
MB/Y 1/0 1/0 1/0 1/0 1/
Y/TBR 0/6 0/0 0/0 0/6 11/9
TBR/Y 5/ 5/2 5/2 5/1 5/10
M1/TBR 21 1/ 01 2N I1.D.
TBR/MI 377 0N 0/ 3/12 1.D.
M2/TBR 1/5 11 1/1 1/5 5/8
TBR/M2 6/0 6/0 6/0 1nn 5/8
NM2/TBR 1/5 1/ 1/1 2/5 1/5
TBR/NM2 6/0 6/0 6/0 11/0 6/8
MB/TBR 1/12 11 11 2/12 112
TBR/MB 6/1 6/0 6/0 6/1 6/

I1.D. - indeterminant.



Table 4:

Specifications

Granger Causality F-statistics for Various Lag

Dependent Variable/

Model chosen by:

Independent Variable 4-4 8-8 BEC FPE P-H
Y/ 4.10% 2.91* 14.46% 10. 52* 3.06*
M1/Y 1.43 2.32* -- 2.63% 2.88*
Y /M2 2. 54* 2.03 11.68* 11.68* 4,72*
M2/Y 1.50 2.31* -- 3.04* 3.04*
Y /N2 1.46 1.24 7.04* 7.04* 13.34%
NM2/Y 1.84 1.85 -- 3.06% 3.06*
Y/MB 4.87% 3.06* 16.95* 7.79*% 7.79*%
MB/Y 0.95 0.81 -- -- 1.40
Y/TBR 3.57* 2.61%* -- 3.65% 3.30*
TBR/Y 3.93*% 2.74* 10.87* 4.64* 4,57*
M1/TBR 7.67* 3.87* 20.86* 33.39* N.A.
TBR/M1 6.02* 3.47* 20.30* 5.72% N.A.
M2 /TBR 12.25% 6.87* 32.03* 11.50% 7.50*
TBR/M2 1.32 1.79 -- 2.25 2.44%
NM2/TBR 5.52* 3.72* 16.74% 6.94* 7.08*
TBR/NM2 0.32 1.26 -- -- 1.14
MB/TBR 8.32* 5.29*% 28.63% 5.98* 5.14*
TBR/MB 1.53 1.01 -- 3.96 3.96

N.A.

*

- not available.

- significant at the 5 percent level.
- no 1ag chosen for the independent variable.



Table 5: Significance Levels for Granger Causality Tests of ATBR on Y

Lags of
__TBR Lags of Y
1 2 3 4 5 6 7 8 9 10 ° 1N 12

0 123 .190
1 148 .223
) I
3

4

5

6

7

8

9
10




Table 6:

Significance Levels for Granger Causality Tests of MB on Y

Lags of MB Lags of Y
' 1 2 3 4 5 6 7 8 9 10 1 12
0 .944 ,930 .581 .721 .812 .788 .867 .758 .774 .539 .483 .500
1 .569 .718 .437 .441 .583 .511 .599 .513 .611 .428 .193 .260
2 .468 .678 .431 .447 .586 .498 ,592 .488 .589 .439 .205 .273
3 .379  .678 .314 .344 .483 .449 558 .484 .576 .461 .164 .224
4 .461 .756 .473 .438 .583 .572 .678 .547 .633 .558 .237 .311
5 .523 .815 .521 .567 .709 .668 .776 .638 .731 .642 .339 .426
6 .486 .783 .482 .539 .674 .578 .696 .610 .707 .646 .361 .450
7 .473  .770 .439 .496 .636 .578 .693 .596 .690 .645 .381 .470
8 .466 .765 .446 .508 .648 .589 .703 .597 .691 .626 .363 .452
9 .438 .733 .465 .534 .679 .606 .721 .635 .732 .670 .356 .445
10 .499  .794 .636 .621 ,750 .758 .847 .801 .871 .81 .507 .595
11 .503 .795 .636 .590 .728 .732 .828 .803 .873 .866 .452 .535
12 472 .768 .607 .562 .692 .666 .774 .784 .858 .834 .430 .523




Table 7: Significance Levels for Granger Causality Tests of Y on MB

Lags of Y Lags of MB

O N O W NNy —-O




Table 8: Significance Levels for Granger Causality Tests of TBR on NM2

Lags of
TBR Lags of NM2
1 2 3 4 5 6 7 8 9 10 11 12
0 .168 .388 .569 .728 .793 .17 .246 .287 .302 .371 .455  .365
1 130 .297 .476 .643 .720 .158 .235 .272 .306 .372 .458 .371
2 .766 .936 .868 .949 .956 .26l .363 .293 .344 .354 .445  .384
3 2319 .391  .590 .559 .612 .095 .152 .118 .176 .157 .211 .200
4 .667 .668 .834 .864 .638 .134 ,201 .137 .196 .11 .214 .224
5 .076  .105 .212 .306 .401 .376 .493 .193 .271 .302 .345 .390
6 .523 .643 .808 .860 .935 .669 .691 .348 .436 .447 .526 .582
7 .549 ,659 .822 .861 .935 .616 .675 .350 .435 .456 .537 .597
8 .522 .560 .764 .671 .704 .361 .329 .281 314 347 436 .472
9 577 .625 777 .743 .845 .692 .634 578 .604 .632 .718 .738
10 .552 .692 .800 .782 .867 .845 .860 .816 .797 .760 .831 .838
1 .470 .633 .722 .788 .884 .830 .895 .917 .853 .864 .901 . 925
12 .454 .,606 .706 .791 .890 .846 .905 .932 .831 .862 .906 .936




Table 9:

Significance Levels for Granger Causality Tests of TBR on MB

Lags of
TB8R Lags of MB
1 2 3 4 5 6 7 8 9 10 1N 12

0 .078 111 149 .166 .174
1 092 129 .167 .186 .198
2 .097 .128 .157 .160 .185
3 .083 .11 .126 .110 .138
4 138,186 .212  .160 .205
5 o .086 .224 .288 .225 .298
6 .050 .107 .119 .205 .200 .286 .341 .47 .467 .534 462 .555
7 .051 109 .126 .215 .210 .298 .351 .432 .481 .547 479 573
8 P 001 139 .233  .241 .340 .372 .435 .432 .495 .379  .465
9 .068 .149 .27 .353 .360 .486 .544 .559 .594 .596 .430 .522
10 115 .236 .352 .510 .458 591 .632 .565 .526 .474 .48 .511
11 193 .360 .480 .625 .613 .738 .743 .686 .552 .554 543 632
12 215 .398 .520 .663 .655 .774 .772 .719 .586 .582 .577  .665




Table 10: Diagnostic Tests of the FPE Lag Specifications

Dependent Variable/ '
Independent Variable 4-4 8-8 BEC P-H

Y /M1 0.09 (L) 0.71 (L) 5.72%(H) 0.97 (L)
M1/Y 3.46*(H) 0.33 (L) 2.33*(H) 2.38 (L)
Y/M2 0.37 (L) 0.75 (L) -- 1.80 (L)
M2/Y N.N. N.N. 3.04*(H) --
Y/NM2 0.35 (L) 0.60 (L) -- 1.66 (L)
NM2/Y N.N. N.N. 3.06%(H) --
Y/MB 0.22 (L) 0.70 (L) 2.82 (H) --
MB/Y 0.93 (L) 0.84 (L) -- 1.40 (L)
Y/TBR N.N. 0.65 (L) 3.65%(H) 1.42 (L)
TBR/Y 5.42*(H) N.N. 2.74*%(H) 3.58 (H)
M1/TBR 0.40 (L) 1.16 (L) 5.39*%(H) N.A.
TBR/M1 N.N. N.N. 4,.79*%(H) N.A.
M2/TBR N.N.: 0.91 (L) 4.81*%(H) 0.73 (L)
TBR/M2 N.N. N.N. 1.97 (H) N.N.
NM2/TBR N.N 0.54 (L) 3.68*(H) 2.08 (H)
TBR/NM2 N.N N.N. 1.87 (H) N.N.
MB/TBR N.N. N.N. 2.91*%(H) 1.84 (H)
T3R/MB N.N 0.59 (L) 3.96 (H) -

* - significant at the 5 percent level.

N.A. - not available.

N.N. - not nested.

lag same as that chosen by the FPE.



REFERENCES

Akaike, H., "Statistical Predicator Identification," Annals of

the Institute of Statistical Mathematics, 21 (1969),
203-17.

Batten, Dallas S. and Daniel L. Thornton, "Polynomial
Distributed Lags and the Estimation of the St. Louis
Equation," Federal Reserve Bank of St. Louis Review 65
(April 1983a), 13-25.

, "Lag-Length Selection Criteria: Empirical Results
From the St. Louis Equation," Federal Reserve Bank of
St. Louis Research Paper 83-008 (1983b).

, "M1 or M2: Which is the Better Monetary Target,"
Federal Reserve Bank of St. Louis Review 65 (June/July
1983c), 36-42. —

Choudhri, Ehsan U., "The Transmission of Inflation in a Small
Economy: An Empirical Analysis of the Influence of
U.S. Monetary Disturbances on Canadian Inflation,
1962-80," Journal of International Money and Finance 2
(August 19837, 167-78.

Conway, Roger K., P.A.V.B. Swamy, and Yanagida, John F., "The
Impossibility of Causality Testing," Board of
Governors of the Federal Reserve System, Special
Studies Paper 178 (July 1983).

Cooley, Thomas F. and Stephan F. LeRoy, "Atheoretical
Macroeconomics: A Critique," University of
California, Santa Barbara (1982).

Fackler, James S. and W. Douglas McMillin, "Estimation and
Analysis of 'New' St. Louis Equation," unpublished
paper (1983).

Geweke, John and Richard Meese, "Estimating Regression Models
of Finite But Unknown Order," International Economic
Review 22 (February 1981), 55-70.

Granger, C.W.J., "“Investigating Causal Relations by Econometric
Models and Cross-Spectral Methods," Econometrica 37
(July 1969), 424-38.

Hsiao, Cheng, "Autoregressive Modelling and Money-Income
Causality Detection," Journal of Monetary Economics 7
(January 1981), 85-106.

Judge, George C., William E. Griffiths, R. Carter Hill and
Tsoung-Chao Lee, The Theory and Practice of
Econometrics, John Wiley and sons, 1nc. (1980).




Leamer, Edward E., Specification Searches John Wiley and Sons,
Inc., (19787.

Mallows, C.L., "Some Comments on Cp," Technometrics 15 (November
1973), 661-75.

Noble, Nicholas R. and Fields, T. Windsor, "Sunspots and

Cycies: Comment," Southern Economic Journal 50 (July
1983), 251-54.

Pagano, Marcello and Michael J. Hartley, "On Fitting Distributed
Lag Models Subject to Polynomial Restrictions," Journal
of Econometrics 16 (June 1981), 171-98.

Schwartz, G., “Estimating the Dimension of a Model," Annals of
Statistics 6 (1978), 461-64.

Sims, Christopher A., "Money, Income, and Causality," The
Anerican Economic Review 62 (September 1972), 540-52.

Toro-Vizcarrondo, Carlos and T. D. Wallace, "A Test of the Mean
Square Error Criterion for Restrictions in Linear
Regression," Journal of the American Statistical
Association 63 (June T968), 558-72.

Wallace, T. D., "Weaker Criteria and Tests for Linear
Restrictions in Regression," Econometrica 46 (July
1972), 689-98.




	1984-001cover.pdf
	WORKING PAPER SERIES 
	1984 
	FEDERAL RESERVE BANK OF ST. LOUIS 



