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in the past few years, several countries
%have announced explicit target ranges for
_ inflation. New Zealand did this in 1990,
Canada in 1991, the United Kingdom in 1992,
and Sweden and Finland in 1994. Even when
an inflation target is achieved, the future
price level is not easy to predict because none
of these countries has commitied itself 1o
reversing the consequences of shocks to the
price level. indeed, in New Zealand there is
an explicil commitiment not to reverse cer-
tain: such shocks.

One alternative to inflation rargeting
is price level targeting.! The adoption of a
constant price level target would have several
advantages over an inflation target. Chief
among these is that consumers and firms
could write simpler contracts and make
long-run plans without worrying about
inflation. Price level targeting also may
avoid the “time-inconsistency” problem
of an inflation targeting regime in that the
monetary authority would have less incen-
tive to inflate the economy in a one-time
bid to increase output temporarily. Under
a price level targel, any “surprise” inflation
must be reversed.

Critics of price level targeting argue
that making a commitment to reverse sur-
prise increases in the price level is undesir-
able because a fall in the general price level,
or deflation, can have harmful effects. One
such critic, Stanley Fischer, put it this way:

“I argue for the inflation target because 1
fear the consequences of having to aim
to deflate the economy hall the time,
which is what the price level approach
requires.”’

Since the end of World War 11, vear-aver-
vear declintes in the price level have been rare
in the industrialized world; during the period

of the gold standard, however, both long

downward trends in the price level and much

shorter periods of falling price levels were

common.” Ironically, although Irving Fisher

advocated a price level target precisely to

avoid the protracted downward (and upward)

swings in the price level observed undera
gold standard, the experience of this period

provaokes, in part, the criticism of price level
targeting today. Perhaps more important for
these beliefs about detlation is the deflation-

ary period (not examined here) from 1929

through 1933, in which the price level fel] by

20 to 30 percent. Bernanke (1993) argues
persuasively that this price decline, caused

by the U.5. determination to stay on the gold

standard, was a major contributor to the

severity of the Great Depression. This article
reexamines the facts surrounding temporary
pertods of deflation that occurred under the

gold standard from 1870 to 1913, We first
describe the behavior of price, money and

output data, then perform some simple tests

te determine whether output growth grew
more slowly during periods of falling prices
and whether knowledge of a falling price

level would, in fact, have helped predict lower
output growth. Although we must be cautious
about drawing conclusions from 100-year-old
data generated under a much different mone-

tary regime, another look at this experience
is warranted because several countries have
adopted policies that are likely to be associ-
ated with temporary periods of deflation.

The next section briefly reviews why
deflation may affect real outpur. A descrip-
tion of our data ser and an explanation of
our statistical tests follow. We then report
the resulis of our tests, before concluding
with some ideas for future work.
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b A price Jevel is u weighted average
of prices in a country. Price level
targers may be either constant over
fime {static) o¢ hove a vead. In
this paper, we will use price fevel
trgeting fo refer to o stofic price
level trget. The shaded insert on
pp. 34 ond 35 distinguishes pric
level ond infiation targets.

¥ The Financic! Times, June 24,
1994, Note thot Fischer refers to
o static price Jevel targer. A price
fevel forget with o positive trend
woukd only require the menefary
authoriy 1o “disinflate” helf the
fime, thet Is, fo run a 1e3e of infler
tion below the long-run trend.

Disinflation is not the only poten-
it drawhack of price lovel furgess.
Some appose them because they
might lecd to greater shartun
volasility in the inflofion rate.

3 Periads in which prices ol on g
yearaveryear basis are considersd
periods of deflofion.



* An excellent review of these issues
con be found in MeColum (1989,
Chapter 9. Chanian and Stockman
{fosthcoming) consider the conse-
guences of manatary shocks for the
ecoremy when some, but not of,
prces we sticky. That paper elso
safs ouf sevaral expionations for
price stickiness in oddition o these
reviewed in McCallum,

3 Berrs (7995 finds henefits of
fower inflafion in the frm of higher
langsun growth in ¢ cross-country
siudy. Here, we ore concerned
with shortun effects,

6 Soe Wynna {1995) for o survey of
price sfickiness and Cralg (1995}
for evidence on wage rigidiy.

7 hedvacates of fhis view might paint
out that raol woges rose substan-
fially dusing the severe deflation of
the Greor Depression.

* Yorious series existed before publi
cation of thet volume, but they
hed deficiancies that were 1eme-
died {cs well os some new doto
pesritted) by Capie und Webber,
See {opiz omd Webber for discys:
sion of previous series deficiencies
and how they are remedied. The
crugie] point is thot these previoss
sesies contoined o spurious frend,

¥ There has recently been some dis-
cussion of the shiabdity of thot ouk
put series—sag the interchonge
between Gragsiey (1986, 1989)
ond Feinstein {198%), and the dis-
qussion in Crafts, Leybourne ond
Hills (1989 —but there seems 1o
be genaral ogresment that whetew
g ifs dafidenties, it is fhe best
availabla,

15 We dropped Japan from the sample
becouse it did not hove o mefgllc
siandaed during the 19th century and
bacause s nationsd banking and
finanial system was just forming
(see Bockus ond Lehoe, 19923
Unigusty, fapan’s growth under
fafing prces (5.4 percent) wos
sustontially higher fhan s growih
undes rising prices (1.5 percent).
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It is now widely accepted that there is
no long-term trade-off between inflation and
cutput or employment; the existence ol a
short-run trade-off, on the other hand, is not
generally denied. There are several explana-
tions for this trade-off: lags between actual and
expected inflation (see Hume, 1752; Fisher,
1626; and Friedman, 1968); misperceptions
about relative and general price shifts (Lucas,
1972); and staggered wage or price setiing
(Fischer, 1977; Taylor, 1980). None of these
theories, however, predicts that lowering the
price level is more costly than lowering infla-
tion. Nevertheless, prices have not fallen (by
anything more than a trivial amount) in any
major economy since 1945,

The means by which deflation might
reduce output, however, are often not explicitly
stated.” One view is that dellation interferes
with the adjustment of relative prices because
nominal wages or some prices do not adjust
downward easily. If wages and/or prices are
sticky downwards, a negative demand shock
will tend to cause persistent unemployment
as prices and wages are slow to fall as required
te clear markets. With a sufficiently high
inflation trend, relative prices can adjust to
a negative demand shock without any actual
prices having to fall. Because markets work
better with a little inflation, according to this
view, output will be less variable over busi-
ness cycle horizons and, perhaps, even
higher in the long run.

Critics of the theory of downward price
rigidity point out that many wages and prices
do, in fact, decrease, and that the extent to
which prices are sticky depends on whether
people expect inflation. An atmosphere of
overall price stability will make people more
willing to accept reductions in their wages
QT Prices.

There is mixed evidence from microeco-
nomic data on the idea that prices are sticky;
certainly, some prices change more frequently
than others. There is, however, little evidence
of asymmetry in price stickiness.” Blinder
(1991) presents the results of a survey in which
firms report asymmetric price rigidity. He
finds greater upward rigidity. Nevertheless,

despite evidence to the contrary, many econ-
omists continue to believe that some prices
are inflexible downward and that even tem-
porary periods of deflation might reduce
output through this channel.”

Bernanke and James (1991 argue
that deflation might alternatively affect
the economy by increasing the real value of
nominally denominated debt. For example,
a 2 percent annual deflation would translate
a nominal interest rate of 4 percent into a
real interest rate of 6 percent. Increasing
the real rate of interest might promote debror
insolvency and financial distress.

The opposition to price level targeting
from those who fear the resules of deflation,
either because of downward price rigidity or
the consequences of debt-deflation, makes
the study of the historical association berween
output and deflation worthwhile. A review
of the evidence would be a first step in con-
sidering whether z central bank should now
adopt a price level target.

We use two sets of data. The first con-
sists of 44 apnual observations on money,
prices, interest rates and outpul in the
United Kingdom from 1870 t0 1913. The
period 188(-1913 is generally considered
the heyday of the classical international
gold standard. We end the sample before
the beginning of World War in 1914, The
source for the monetary series is Capie and
Webber (1985).% The interest rate is a short-
term one from the last quarter of each year.
The output seiies is Feinsteins {1972) com-
promise estimate of GDP and, therefore,
his implicit price deflator is used as the price
series.” All data are annual to conform to
the necessity of using annuat GDP data.

The second data set consists of 44 annual
output and inflation observations (1870 1o
1913} from nine of 10 industrialized countries
compiled for comparison of international
business cveles by Backus and Kehoe (1992),
from which more complete description of
the data is available.””
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Time Series of the Levels of the United Kingdom Data
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Figures 1 and 2 display the time series
ot the log levels and log differences of the four
United Kingdom series from 1870 to 1913.
The shading in the figures represents periods
in which the price level fell (not periods of
recession). The monetary serjes, M3, and the
output series generally grew over time. The
price deflator series does not display the
consistent rise typical of modern price indices;
rather, periods of rising and declining prices

seem to be nearly equally commmon, The long
downward trend in the price level untii 1896,
followed by an upward swing through the end
of the sample in 1913, was caused by fluctu-
ations in the world supply of and demand for
gold. For example, the downward drift in
prices until 1896 was partly due to the United
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States and France returning to the gold stan-
dard, raising the demand for and price of gold.
The nominal interest rate seems to display
typical cyclical fluctuations around a
stationary meai.

Figure 3 shows the higher average rates
of inflation, displaying a scatterplot of the mean
rates of output growth vs. mean inflation rates
for each of nine countries from the Backus and
Kehoe data set for each of the two subperiods
{1870-96 and 1897-1913}. The figure shows
that average inflation rates were uniformly
lower in the first period (1870-96) than they
were in the second period (1897-1913).
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Time Series of the Differences of the United Kingdom Data
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Consistenit with the idea that deflation reduces
output growth, the mean levels of output

growth also appear to be lower during the first
period. Curiously, across countries there seems

growth over short periods. To see this, we
sort the data on output growth by the rise or
fall of prices. For the purpose of categoriza-
tion, we define a deflationary period as any

to be a negative relationship between output
and price changes in the first period and a pos-
itive relationship in the second.

Examining inflation and output growth
over the two long subperiods is a convenient
way Lo examine the relationship between
average inflation and average output growth
over longer perieds. It does not, however,
get directly at the question of whether price
declines were associated with lower cutput

vear in which prices fell; we make no dis-
tinctien between the episodes on the basis
of length, severity or cause. For the United
Kingdom data, five of nine deflationary
episodes lasted more than one year, and
three lasted more than two years.

Table 1 {(page 32} provides some
summary statistics for data {rom the nine
countries used by Backus and Kehoe for the
period 1870-1913. The first two columns
provide the unconditional means of output
growth and inflation. The third column
shows the percentage of the time that prices
were 1ising during the sample period. Mean
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price declines were of comparable magnitude
to mean price rises, and periods of mild
price rises were only slightly more cornmon
than periods of declining prices; the data
show that prices rose about 46-67 percent
of the time during the sample.

Figure 4 is analogous to Figure 3 in
that it depicts mean output growth for the
nine countries from the Backus and Kehoe
sample, conditioned on whether prices rose
or fell. Again, the means of cutput growth
during periods of rising prices appear gener-
ally higher than the means during periods
of falling prices. This positive relationship
between price changes and output growth
is again consistent with the idea that defla-
tionary periods were assoctated with
relatively hard times.

The positive relationship between price
changes and cutput growth must be inter-
preted with a great deal of caution. First,
the positive correlation between price changes
and output growth could be due to chance.
In other words, how likely is it that the
observed data would have been generated

if the means of output growth were equal
under deflation and inflation? Second, the
previous section only examined the relation-
ship between price changes and output
growth period by period; we would like to
know about their relatonship over time as
well. Third, even if deflation is statistically
associated with lower output growth, that
does not mean it causes lower vutput growth—
a ihird factor could be causing both.

between output growth and price level changes
pictured in Figures 3 and 4 could he coinci-
dence, we can determine if it is likely that such
a relationship would have been generated if
mean output growth were really equal under
inflation or deflation. That is, we test the statis-

Mean Output Growth in the First
Period {1870.96) and the Second
Period {1897-1913)
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tical significance of the correlation.

The second and third columns of Table 2
present results of the F-tests of the hypothesis
that the mean output growth for each of the
nine countries in Figure 3 was the same dur-
ing the second period (1897-1913) as in the
first period (1870-1913). The third column
gives the probability that we would obtain
at least as extreme a result if the means were
truly the same. This number, called the
“p-value,” is often loosely interpreted as the
strength of the evidence against the hypothe-
sis that the means are the same. Values less
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than 0.1 or 0.03 are usually interpreted as the overall mean output growth for all nine
meaning that we can reject the idea that the countries for the second peried is the same
means are the same. A lower p-value means as the overall mean output growth for the
that it is less likely that the means are the first period. The p-value from such a test
same, These tests of equality of means reject is 0.28 (see the third column, last row of
the idea that the conditional means are equal Tabie 2}, which strongly suggests that it is
for Canada and lialy, but not for the other very possible that the data were generated
countries if our criterion for rejection is a by processes with equal means. That is, for
p-value less than 0.1. only two countries could we conclude that
1f we pool the ohservations from all aggregate mean cutput growth in the second

the countries, we can test the hypothesis that  period was statistically significantly higher
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Fit of Asymmetric Vs. Symmetric
Models of Prices and Output

Preferred Model Ender the
Akaike Criterion  Schwarz Criterion

U symmetrc T symimelric
L symmefsie o L symimetrie:
1 nepinmeltics L osymmelric:
S osymeetric o symmelrie
U symmetrie o symmelrc
- symmefic - symmeirc
L symmelric U symmetrie
“ osymmedric S o symimefrie
symmelticsymmelrc

than the mean of output growth in the
first period.

Columns four and five of Table 2 present
results of similar tests for equality of means
for the data in Figure 4. For Italy and Sweden,
we reject the idea that the mean of output
under inftation was the same as that during
deflation. For this test, however, aggregating
the observations across countries leads to the
conclusion that output growth was signifi-
cantly lower in a statistical sense during peri-
ods of deflation. The p-value for the test of
that hypothesis is 0.08 {see the fifth column,
last row of Table 3).

The previous analysis described the
period-by-period relationship between aver-
age output growth and average price changes
conditioned on the sign of the price changes.
Macroeconoemic variables, however, influ-
ence cach other not just contemporaneously,
but also over time. The symmetry of the
dynamic relationship between output growth
and price changes is important, because an
essential implication of the idea that deflation
is harmful to output is that output reacts
asymimetrically to price changes over time.
To explore this issue, we again break
the price changes into positive and negative
changes so that we can fit two systems of
regression equations (cailed vector autore-
gressions, or VARs) in which we regress
output growth and price changes on their

Tests of Linear Forecasting
Ahility of Price Changes und
Ovutput Growth

Granger Causality Stofistics (p-value)

Test that Price Chonges Yest That Output Growth
Do Hot Help Forecast  Does Not Help Forecast

Output Growth Frice Changes
Comsyo o amr
oo

ool

Coags
(0018

own lagged values. VARs are a commonly
used, general method of modeling the dynamic
relationship between macroeconomic variables.

In the first system of equations, we treat
positive and negative price changes as two
different variables and allow them to influence
output growth (and each other) differently !
In the second system, we treat price changes
as one variable, forcing positive and negative
changes to have mirror-image effects on out-
put growth. Then we examine which model
fits the data better.

We judge the fit of the systems accord-
ing to two commonly used criteria: the
Akaike information and the Schwarz infor-
mation criteria, These measures of the fit
of the 1two medels on the Backus and Kehoe
data are shown in Table 3. The resulis indi-
cate that the Akaike criterion favors the
asymmetric model for Denmark, Germany
and the United Kingdom, but the Schwarz
criterion favors it only for Denmark. For the
other countries, the simpler symmetric mode}
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% Because the Akaike ond Schwarz
criterio are pomvaested model selec:
tion «ritesta, they ore not formol
stetistical tests and do nat hove
“significance levels.” Instead, they
informally fest for stofistical signifi-
tanee by pencfizing more complex
models.
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PRICE LEVEL vS. INFLATION TARGETING

Price seability has attracted a lot of attention lately. Unfortunately, the important choice
between inflation and price level targeting has been neglected. Either would lead to a lower
and more stable inflation rate than we have observed over the past 25 years, but there is a
fundamental distinction between the two. Price level targeting “corrects” past errors in
monetary policy, while inflation targeting ignores them.

To make this distinction more concrete, consider the problem of a monetary authority
with an inflation target of zero to 2 percent in which the 1995 inflation rate is 3 percent,

1 percentage point above the target range. In choosing monetary policy for 1996, the
authority will aim, as usual, for an inflation rate of zero to 2 percent. It will not try 10
make up for past errors. In conirast, if the same monetary authority has targeted a static
price level {(zero percent inflation on average) and observes 1 percent inflation, it will
have to try to reduce the price level by 1 percent in the years ahead.

This difference makes price level targeting a long-run commitment in ways in
which tnflation targeting is not. There are three major consequences of this divergence
between the two.

First, the average rate of inflation over a long horizon can be predicted very well
under a price level targeting regime; it is less certain under an inflation targeting regime.’
Advocates of price level targeting often point 10 the greater certainty of the price level
{(average inflation rate) in the long run as an advantage. As the accompanying chart shows
uncertainty about the future price level associated with an inflation targeting range of zero
10 2 percent increases as the time horizon grows. In contrast, the level of uncertainty asso-
ciated with a price level target is constant (and small), even over long time horizons. For
example, an investor evaluating the real return on, or the present value of, a project can
do so much more easily because the price level can be predicted over long periods.

Second, an important theoretical advaniage of the long-run nature of price level targeting is
that by being a multi-period commitment, it does not suffer from the time-inconsistency
problem described by Barro and Gordon (1983). In their model, a monetary authority has
an incentive to produce a one-time monetary stimulus that results in a burst of ourput

]

' The expacted prediction enor for fubure averoge inflation would go to 2ero undst o price level tugeting regime os the time horizon increases, while it would remain

constant under on inflation forgeting regime.

is favered.’* These tests provide mixed evi-
dence on the hypothesis that price changes
have an asymmetric effect on output for the
countries considered here.

Previously, we showed that, under the
gotd standard, output growth tended to be
lower than average during periods of deflation.
Then we showed at least some evidence in
favor of the hypothesis of an asymmetric
dyramic relarionship between price changes
and output growth. Although we cannot

test directly whether the deflation itself was
the cause of lower growth, we can test whether
the falling price level helped 1o forecast it.
Such a test of linear forecasting ability is called
a test of Granger causality. If price changes
improve the forecasts of output growth, they
are said to “Granger-cause” output growth.
The idea is that if a falling price level causes
lower growth, then it should precede output
growth and be useful in forecasting it. Note,
however, that if a third facror is causing both
deflarion and lower growth, this statistical
procedure can find that deflation helps fore-
cast lower growth, even when it is not the
cause of lower growth.
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growth and inflation.
Because the public under-
stands this incentive, it

Price Level

reacts in such a 49 -
way that the authority 35
inflates each period but 30 -
fails 10 increase putput. 2 -
A price level target % -
solves the time-inconsis- 15 ]
tenicy problem by requiring 10 o ) _
the monetary authority to ;] Area of inflation targeting certainty
correct past errors. The 0. I A
authority has no incentive - . \“\fkea of prite (evej %urgeii?g cerfoiny

to stimulate the economy 1994 995 202 206 w204
with a little inflation,
because it would then
have to reduce the price
level back to the target
level. Therefore, a price level warget should be more credible than an infladon target.?

A third major difference motivates the subject of this article. A static price level target
requires the monetary authority to reduce the price level in response to surprise increases.
While an inflation rate target may produce occasional reductions in the price level accidensally,
they will be rare if the average inflation rate is high relative to the volatility in inflation.

In contrast, under a static price level target, price changes will be negative roughly half
the time.

A hybrid of targeting intlation and targeting a static price level is targeting a small upward
trend in the price level. Such a system has the long-term predicrability of a static price level
target but does not reguire the monetary anthority to correct past upward deviations in the
price fevel with deflation,

¥ This rgument asstmes that sver onticipoted deflaions will be o5 costly s the beelir guined from the infic inflation.

To test whether price changes improve this period. We should emphasize that rejec-
the forecasts of output growth, we first fore- tions of Granger causality tests are a neces-
cast output growth using only its own lags. sary but not sufficient condition to determine
Then we add lagged price changes as another  that output growth is not “caused” by price
explanatory variable to see if their inclusion changes. Once again, the data provide us with
improves the forecasts. The second column mixed results on the idea that price changes
of Table 4 displays the test stasistic and p-valze  have an asymmetric effect on cutput.
(significance level) from the tests that price We can also investigate whether
changes do not Granger-cause (help forecast) cutput growth helps forecast price changes
output growth, For Australia, Canada and in this system. Tconomic commentaters
Germany, we refect the null hypothesis that commonly suggest that price pressures
lagged values of price changes do not improve {or the lack thereof) are due to the level of
the forecasts of cutput growth. In other words, output growth, employment, capacity utiliza-
the data suggest thal price changes do help ton or some other real variable. The test sta-
forecast ourput growth for three countries in tistics and p-vatues from the tests that output
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growth does not help forecast future price
changes are in the third column of Table 4.
These statistics indicate that output growth
does help forecast price changes for Australia,
Canada, Denmark, Norway and Sweden.
Although these results do not shed light
directly on a possible asymmetric response
of output to price changes, they are consis-
tent with traditional Phillip’s curve explana-
tions of inflation. *

Because we have only a small sample,
the predictive power of one variable on another
must be very strong for tests for Granger
causality to find a relation. Weaker but
important relations may not be found at all,
Statisticians would say that tests of Granger
causality may have “low power.” Another
complication is that both price and output
changes may result from some third factor,
which has been left out of the analysis.

No matter how confident we are that we
understand how these economies functioned
100 years ago, we must be cautious about
using historical data to answer policy questions
today. For example, economic structures such
as the wage-setting mechanism, the degree of
flexibility of the labor market and credit allo-
cation mechanisms—all of which may influ-
ence how changes in the money supply
translate to changes in the price level—have
changed a great deal in the last century.

Even methods of data collection are much
different now.

Finally, we remind the reader that
the economists who observed this episode
first-hand believed that deflation was a
disruptive factor causing lower output
growth. Many recommended a price level
target as a remedy for that problem.
Presumably, the finite sample variance of
the price level would be much different
under a price level targeting regime than it
was under the gold standard. Some evidence
in favor of this view can be found by com-
paring Swedens experience with prices
during the Great Depression with that of
countries that stayed on the gold standard.
Sweden left the gold standard in 1931 and
began to target the consumer price index.

From 1931 to the trough of the Depression,
the price level fell by 20 percent to 30 per-
cent in countries that stayed on the gold
standard, while falling less than 2 percent

in Sweden (from 100 in September 1931,
when the Riksbank started targeting the
price level, to 98.4 in October 1933).

Unlike a gold standard, price level targeting
permits control of the price level through
the money supply.

A number of countries, including
New Zealand, Canada and the United
Kingdom, have recently announced explicit
target ranges for intlation. Such a policy
has also been suggested for the United
States. Others have suggested that we target
the price level instead of the rate of inflation.
One potential reason to oppose this sugges-
tion is that such a policy would necessitate
that the monetary authority reduce the level
of prices, that is, deflate the economy, to off-
set any transient, positive shocks to the price
level. The historical association between
deflation and bad economic performance
has led some economists to reject price
level targeting as bad policy.

We find that lower output growth
was associated with periods of deflation
in nearly all the countries examined. For
a majority of the countries, the dynamic
relationship between price changes and
output growth appeared to be symmetric,
and price changes did not help forecase
output growth. There is more evidence,
hewever, that output growth forecasts
price changes.

Ultimately, a final conclusion about
the desirability of a price level 1arget requires
more complete economic modeling than
we have attempted. What we have presented
are some simple facts about deflation and
output that are touted as reasons 10 reject a
particular type of price stability. Economists
who support price level targeting must
make the case that the temporary periods of
deflation necessary to maintain long-term
price stability would be fundamentally
different than those observed under the
gold standard,
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