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1 Introduction

• Repurchase agreements on the front line. Numerous proposals to regulate

repos and re-hypothecation.

• Several attempts to model repo using search and bilateral trades. Many

existing theories rely on some form of illiquidity of the spot market to justify

repos.

• We use security design instead and we show that the optimal contract has

features of a repurchase agreement: The borrower sells an asset spot with a

promise to repurchase at a fixed price.

• When the asset is abundant, the optimal repo contract has a constant re-

purchase price so that agents hedge the (spot) price risk. When the asset is

scarce, the optimal repo contract trades o↵ the willingness to increase the

size of the loan with the hedging motive.
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‡University of Bern and Study Center Gerzensee

1



2 The Model

2.1 Setting

1. This is a one good economy with two agents i 2 {1, 2} who discount future

payo↵s at rate �.

2. The economy lasts three periods t = 1, 2, 3. There is no discounting across

periods.

3. Agent 1 is endowed with ! every period.

4. Agent 2 is endowed with ! in all but the last period.

5. The economy is endowed with a units of an asset which pays a dividend

s ⇠ F (.) with support [s, s̄] and E[s] = 1 in period 3. The realization of s

is known in period 2 (perfectly revealing signals). Initial holdings for each

agent are a10 = a and a20 = 0.

! The signal creates price risk without dividend risk. Aggregate endowment

2! is certain in period 2.

6. Let ci
t

denote agent i consumption in period t.

7. Finally, let � < 1 and u be a concave function verifying Inada conditions.

Preferences are as follows Agent 1 derives utility v1(c1, c2, c3) = c1+�(c2+c3)

from consumption profile (c1, c2, c3). While agent 2 derives utility v2(c1, c2, c3) =

c1 + u(c2) (sort of Diamond-Dybvig preferences).

We assume u0(!) > � so that there are gains from trade in period 2. Thus agent

1 would like to borrow in period 1 from agent 2. To do so he will use his asset

holdings.

Define (c12,⇤, c
2
2,⇤) as the unique solution to

8
<

:
u0(c22,⇤) = �

c12,⇤ + c22,⇤ = 2!
(1)

2



The pair (c12,⇤, c
2
2,⇤) defined in (1) is the CM benchmark consumption vector in

period 1. In particular, optimal inter-temporal transfers only take place between

period 1 and 2. Trivially, agent 2 does not consume in period 3.

2.2 Preview of the results

In the CM allocation, agent 1 borrows and agent 2 saves from period 1 to period

1. Agents 2 dislike consumption variability in period 2 because of risk-aversion.

With spot market transactions, agents cannot finance this CM allocation be-

cause price risk materializes in period 2.

When the asset is abundant, the optimal repo contract has a constant repur-

chase price so that agents hedge the (spot) price risk. When the asset is scarce,

the optimal repo contract trades o↵ the willingness to increase the size of the loan

with the hedging motive.

3 Complete Market benchmark

An Arrow-Debreu equilibrium of this economy is a system of consumption prices

(q2, {q3(s)}s2[s,s̄]) and an allocation (ci1, c
i

2, c
1
3(s)}s2[s,s̄])i=1,2 such that:

Agents solve their maximization problem

max
c

i
1,c

i
2,{ci3(s)}s2[s,s̄]2R+

ˆ
s

vi(ci1, c
i

2, c
i

3(s))dF (s)

s. to ci1 + q2c
i

2 +

ˆ
s

q3(s)c
i

3(s)dF (s)  (1 + q2)! +

ˆ
s

q3(s)(I{i=1}! + ai0s)dF (s)

and markets clear

c1
t

+ c2
t

= 2! for t = 1, 2

c13(s) + c23(s) = ! + as
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The FOCs of agent 1 yield

1� �1 + ⇠11 = 0

� � �1q2 + ⇠12 = 0

8s, � � �1q3(s) + ⇠13(s) = 0

where �1 is the Lagrange multiplier on the budget constraint and ⇠1
t

are the mul-

tipliers on the positivity constraint on consumption for agent 1.

The FOCs of agent 2 yield

1� �2 + ⇠21 = 0

u0(c22)� �2q2 + ⇠22 = 0

��2q3(s) + ⇠23(s) = 0

where �2 is the Lagrange multiplier on the budget constraint and ⇠2
t

are the mul-

tipliers on the positivity constraint on consumption for agent 2. Clearly, unless

q3(s) = 0, agent 2 will consume c23(s) = 0 for all s.

By Inada condition, c22 > 0 so that ⇠22 = 0.

We assume u0(!) > � and u0(2!) < �.

We consider the case where ⇠i
t

= 0 for all t. Then the FOCs of agent 1 and

agent 2 give us

q2 = �

u0(c22) = �

8s, q3(s) = �

Hence, the CM allocation is uniquely characterized by c22 = c22,⇤ and c23(s) = 0.

Since u0(!) > � and u0(2!) < � the positivity constraints are satisfied for all agents

in period 2 and 3. In period 1 the consumption of agent 1 is given by his budget

constraint,

c11 + �(2! � c22,⇤) = (1 + �)!

c11 = ! + �(c22,⇤ � !)
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c11 � 0 follows from c22,⇤ > !. Turning to c21, and using the BC of agent 2 we obtain

c21 = ! � �(c22,⇤ � !)

Therefore c21 > 0 requires
(1 + �)

�
! � c22,⇤ (2)

We maintain this assumption in the rest of the paper (this implicitly defines a

restriction on �). In the following, we show that a repurchase agreement dominates

spot trades to implement this allocation.

4 Trading in Spot and Repo Markets

In every date t, agent i enters with ai
t�1 units of the asset. He may trade the asset

at price p
t

(s) and leaves the period with ai
t

(s) units. Since uncertainty is realized

only in date 2, we can drop the argument s in date 1. As a first pass, we abstract

from default issues and return to it later on.

In addition, we consider a repo market in date 1. A repo borrower or seller

sells the asset at price p
F

with an agreement to repurchase it in state s of period

2 at price p̄(s). A repo lender or buyer realizes the opposite transaction1. We

let ai
F

2 R be the quantity purchased by an agent with a repo. E↵ectively, a

repo seller pledges a quantity �ai
F

� 0 of collateral to borrow �p
F

ai
F

in period

1. A repo buyer j holds aj
F

� 0 units of asset as collateral as a guarantee for the

payment of p̄(s)aj
F

in state s of period 2.

4.1 Date 2

In date 2, agent 2 is ready to sell all of his asset holding at any price p2(s) � 0

as he derives no utility of consumption in period 3. Agent 1 is ready to purchase

any amount of the asset as long as p2(s)  s. But p2(s) < s would yield to excess

demand for the asset, hence the only possible equilibrium is p2(s) = s. So agent

1Observe that in particular a repo can replicate two spot transactions if p̄(s) is set to p2(s).
This is actually the only feasible trades with two-sided limited commitment and without pun-
ishment for default.
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1 holds all the asset in period 3, and for all s, c23(s) = 0 and c13(s) = ! + as. In

period 2, agent 1 consumes

c12(s) = ! + s(a11 � a) + p̄(s)a1
F

,

where sa11 is the value of agent 1’s asset holdings going into period 2 and sa is the

cost of date 3 portfolio, as p2(s) = s. Agent 2 consumes

c22(s) = ! + sa21 + p̄(s)a2
F

.

4.2 Date 1

Turning to date 1, agents face the following constraints

0  ! + p1(a
i

0 � ai1)� p
F

ai
F

�i

1 (3)

0  ai1 + ai
F

⌘i1 (4)

0  ai1 ⇠i1 (5)

Inequality (3) is the positivity constraint for consumption. Inequality (4) is a

collateral constraint while (5) is a no short sale constraint of the asset. An agent

cannot pledge more collateral �ai
F

than what he holds ai1. (�i

1, ⌘
i

1, ⇠
i

1) are the

respective Lagrange multipliers.

Then agent 1 solves

max
a

1
1,a

1
F

! + p1
�
a� a11

�� p
F

a1
F

+ �(! + s(a11 � a) + p̄(s)a1
F

+ ! + as)

subject to (3)-(5). His first order conditions with respect to a11 and a1
F

give:

�p1(1 + �1
1) + �E[s] + ⌘11 + ⇠11 = 0,

�p
F

(1 + �1
1) + �E [p̄(s)] + ⌘11 = 0.

And agent 2 solves

max
a

2
1,a

2
F

! � p1a
2
1 � p

F

a2
F

+ u
�
! + sa21 + p̄(s)a2

F

�
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subject to (3)-(5). His first order conditions with respect to a21 and a2
F

give:

�p1(1 + �2
1) + E

⇥
su0(c22(s))

⇤
+ ⌘21 + ⇠21 = 0,

�p
F

(1 + �2
1) + E

⇥
p̄(s)u0(c22(s))

⇤
+ ⌘21 = 0.

To sum up, the following equations characterize an equilibrium:

p2(s) = s

�p1(1 + �1
1) + �E[s] + ⌘11 + ⇠11 = 0,

�p
F

(1 + �1
1) + �E [p̄(s)] + ⌘11 = 0.

�p1(1 + �2
1) + E

⇥
su0(c22(s))

⇤
+ ⌘21 + ⇠21 = 0,

�p
F

(1 + �2
1) + E

⇥
p̄(s)u0(c22(s))

⇤
+ ⌘21 = 0.

�1
1�

2
1 = 0

⌘11⌘
2
1 = 0

⇠11⇠
2
1 = 0

⇠12(s)⇠
2
2(s) = 0

c12(s) = ! + s(a11 � a) + p̄(s)a1
F

c22(s) = ! + sa21 + p̄(s)a2
F

c13(s) = 2! + as

a1
F

+ a2
F

= 0

We define interesting notions. First, the asset liquidity premium at date 1 is the

di↵erence between the spot market price and its fundamental value (as defined by

the spot market price when no constraint is binding):

L = p1 � �E[s]

Second, the repo haircut is

H = p1 � p
F

,

as it costs p1 to obtain 1 unit of the asset, which can be pledged as collateral to

borrow p
F

. Therefore to purchase 1 unit of the asset, an agent needs p1�p
F

which
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is the downpayment or haircut.2

5 Spot Markets Only

5.1 Spot Transactions and E�ciency

If agents can only engage in spot trades, the CM allocation cannot be imple-

mented. In any equilibrium with only spot market trades, agent 2 will consume

c22(s) = !+ sa21 which is either ! < c22,⇤ when agent 2 did not save, or is a function

of s if agent 2 saved a21 > 0. But c22,⇤ is a constant. In words, the dividend risk at

date 3 generates price risk at date 2 when agent 2 sells back his assets. If agent

2 were selling back in period 2 a state-contingent quantity to agent 1 in order to

finance c22,⇤, he would have to keep some of the asset on his balance sheet. This

is ine�cient from his point of view, as he derives no utility from consumption at

date 3.3 The sale in a repo will allow agent 1 to borrow at date 1 while the com-

mitment to a repurchase price insures agent 2 against price risk . Before turning

to the analysis of repo, we further characterize the equilibrium where only spot

markets are available.

5.2 Equilibrium Analysis

We now discuss the equilibrium allocation when only spot market trades are fea-

sible. Since there is no market for forward contracts, the equilibrium conditions

become
2An alternative definition is (p1 � pF )/p1.
3We generalize the argument to the case where agent 2 derives some utility from consumption

at date 3.
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p2(s) = s

�p1(1 + �1
1) + �E[s] + ⇠11 = 0,

�p1(1 + �2
1) + E

⇥
su0(! + sa21)

⇤
+ ⇠21 = 0,

�1
1�

2
1 = 0

⇠11⇠
2
1 = 0

c12(s) = ! + s(a11 � a)

c13(s) = 2! + as

As we have seen, the complete market trade amounts to a loan from agent 2

to agent 1. When only spot trades are available, agent 1 should sell his asset in

period 1 and buy it back in period 1 to borrow implicitly from agent 2. A simple

argument by contradiction shows that ⇠21 = 0 (agent 2 saves asset from date 1

to date 2). Also we guess and verify later that �i

1 = 0. Then the equilibrium

conditions are

�p1 + �E[s] + ⇠11 = 0,

�p1 + E
⇥
su0(! + sa21)

⇤
= 0,

c12(s) = ! � sa21

c13(s) = 2! + as

so

⇠11 = E
�
s
⇥
u0(! + sa21)� �

⇤ 
(6)

Hence, either ⇠11 = 0 and a21 solves (6), or ⇠
1
1 > 0 and a21 = a whereE {s [u0(! + sa)� �]} >

0. We now verify that consumption is non-negative for both agents at date 1.

Agent 1 sells assets at date 1 and so trivially his consumption is positive. Agent

2 purchases a21 at price p1 and consumes c21 = ! � p1a21. When ⇠11 = 0, p1 = �E[s]

and c21 = ! � �E[s]a21(!). Notice that the solution a21(!) to (6) is decreasing in !.

When ⇠11 > 0, p1 = E [su0(! + sa)] and so c21 = ! � aE [su0(! + sa)]. So in both

case c21 > 0 whenever ! is large enough.
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Finally, notice that the liquidity premium is given by (6).

Lemma 1. When agents can only trade spot, agent 1 sells his entire asset holdings

in period 1 (a11 = 0) i↵ L > 0.

The rest of the section shows the importance of asset availability for the agents’

ability to borrow and save.

Proposition 1: When agents can only trade spot, the equilibrium is as follows:

1. Low asset quantity: Suppose (a,!) is such that E {s [u0(! + sa)� �]} > 0

then agent 1 sells his entire asset holdings at date 1. The liquidity premium

is L = E {s [u0(! + sa)� �]} > 0.

2. High asset quantity: Suppose (a,!) is such that E {s [u0(! + sa)� �]}  0

then agent 1 sells less than a at date 1. The liquidity premium is L = 0.

As we observed, agent 1 wants to borrow from period 1 to period 2. In case i),

his borrowing capacity is very low leading to this bang-bang trade pattern: selling

everything and buying back everything. When a is high enough in case ii), he

does not need to sell everything in period 1.

6 Optimal Repurchase Agreement

The intuition for the forthcoming result relies on a trade-o↵ between borrowing

and risk-sharing motives. While a repo reduces consumption variability in period

2 with a constant repurchase price, it may also lower the borrowing capacity of

agent 1 if the haircut p1 � p
F

is too large. In turn the haircut depends negatively

on p̄. So when p̄ is too low, the desire to save might overcome that of smoothing

consumption across states in period 2. This means that agents only use spot

transactions when they are very eager to save/borrow, i.e. a is very low. Obviously,

if p̄ can be set high enough (to p2(s̄) for instance), there is no trade-o↵ and agents

would only like to trade repo. As the analysis below will show, bounds on feasible

values for p̄ arise endogenously from limited commitment constraints.

In this section, we discuss the implementability of the CM allocation with

repurchase agreements. In particular, we take seriously the commitment problems
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arising with repo. We also characterize the equilibrium haircut when the CM

allocation cannot be implemented.

memo so self: intuition for Price construction

6.1 No-default constraints

In this section we look at the incentive of the borrower to default on its promise

to repay the loan.4 A borrower needs to repay p̄(s) per unit of asset pledged as

collateral while the market value of collateral p2(s) may be lower. We make the

following assumptions following default. First, beside the sheer loss of collateral, a

borrower incurs a penalty5 proportional to the value of the default, that is ✓p̄(s)ã

when he defaults on a repayment p̄(s)ã, where ✓ 2 [0, 1]. Conveniently, ✓ = 1

corresponds to the case with full commitment. However, a defaulting agent may

still go on the spot market in period 2 to trade the asset. We denote agent i

purchase in case of default by âi2(s)

It is easy to realize that agents would not alter their no-default spot market

trades in the case of a default. Indeed agent 2 does not value consumption in

period 2 and hence sticks to â22(s) = a22(s) = 0. The same applies to agent 1.

Indeed if p2(s) < s, he will choose â12(s) = a12(s) = a while if p2(s) = s, his

asset holdings are not determined and we can set â12(s) = a12(s). In both cases,

any benefit from default materializes in the current period. Hence the no default

constraint materializes to ci2(s) � ĉi2(s)where :

ci2(s) = ! + p2(s)(a
i

1 � ai2(s))� p̄(s)a
F

ĉi2(s) = ! + p2(s)(a
i

1 � a
F

� ai2(s))� ✓p̄(s)a
F

Besides the loss of collateral valued at the market price p2(s)aF , the defaulting bor-

rower incurs the extra penalty ✓p̄(s)a
F

. We obtain the following limit on feasible

repayment schedules

4In the Appendix we consider the incentive of the lender to return the collateral back to the
borrower.

5The penalty is also lost to the lender. Without this assumption, the penalty would be enough
to transfer consumption across time and collateral would play no role. We might also want to see
the penalty as a non-pecuniary cost to avoid hitting the constraint of positivity of consumption.
In that case the actual penalty would be min ✓p̄(s)ã,!.
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p̄(s)  p2(s)

1� ✓
(7)

Hence, we verify that ✓ = 0 corresponds to the no-commitment case since the

borrower does not incur any loss besides that of the collateral. For ✓ = 1 however,

any repayment schedule p̄(s) is incentive compatible: this is the full commitment

case. Hence, selling the asset in a repo allows an agent to increase his borrowing

capacity with respect to a standard spot sale. Since the penalty is lost to the

lender, there is no loss in generality in focusing on repurchase contracts without

default, that is repurchase prices that verify (7).

6.2 Optimal repurchase price profile

In this section, we characterize the optimal price schedule p̄ = {p̄(s)}
s2S for the

repo. This is the contract p̄ that agents would choose to trade in equilibrium.

To be precise, a contract p̄ is optimal if agents do not want to trade any other

feasible contract p̃. A feasible contract p̃ = {p̃(s)}
s2S is a continuous and weakly

increasing schedule verifying constraint (7). Let us define s⇤ as follows:

u0
✓
! +

s⇤

1� ✓
a

◆
= �. (8)

We have the following result:

Proposition 2. The optimal contract p̄ is given by:

If s⇤ � s̄, p̄(s) = s/(1� ✓) for all s 2 S
If s⇤ 2 [s, s̄],

p̄(s) =

8
<

:

s

1�✓

for s  s⇤

s

⇤

1�✓

for s � s⇤

If s⇤  s, p̄(s) = p⇤ for all s 2 S and any p⇤ 2 [s⇤/(1 � ✓), s/(1 � ✓)] may be

used.

Proof:

As we observed before, preferences are such that p2(s) = s and agent 1 holds

all the asset at date 3, that is a12(s) = a for all s. To characterize the optimal
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contract p̄, we derive conditions on p̄ so that agents are not willing to trade a

di↵erent contract p̃ with p̃ 6= p̄ in the sense that there is a positive measure of

states s such that p̃(s) 6= p̄(s). We can use the equilibrium conditions to derive

the marginal willingness to buy and sell contract p̃ for agent i at date 1, that is

the forward prices p̃i
F,b

and p̃i
F,s

respectively. We obtain

p̃1
F,b

= �E [p̃(s)]

p̃1
F,s

= �E [p̃(s)] + ⌘11

p̃2
F,b

= E
⇥
p̃(s)u0(! + sa21 + p̄(s)a2

F

)
⇤

p̃2
F,s

= E
⇥
p̃(s)u0(! + sa21 + p̄(s)a2

F

)
⇤
+ ⌘21

Note that the marginal willingness to buy and sell p̃ can di↵er for agent i when

he hits the collateral constraint, that is ⌘i1 > 0. For agents not to trade contract p̃

the following inequalities must hold:

p̃1
F,b

 p̃2
F,s

(9)

p̃2
F,b

 p̃1
F,s

(10)

We first assume that a2
F

� 0 in equilibrium.6. This means that ⌘21 = 0. So the

equilibrium conditions are

6This is the natural case since agent 2 wants to lend. However, if p̄ is low, agent 2 can combine
a short position a2F < 0 in repo with a spot purchase a21 > 0 to increase his consumption in period
2. We discuss the case a2F < 0 later to show that it cannot be an equilibrum if agents may also
trade the contract described in Proposition 2.
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�p1 + �E[s] + ⌘11 + ⇠11 = 0,

�p
F

+ �E [p̄(s)] + ⌘11 = 0.

�p1 + E
⇥
su0(c22(s))

⇤
+ ⇠21 = 0,

�p
F

+ E
⇥
p̄(s)u0(c22(s))

⇤
= 0.

⇠11⇠
2
1 = 0

c12(s) = ! + s(a11 � a) + p̄(s)a1
F

c22(s) = ! + sa21 + p̄(s)a2
F

To start with we show that, without loss of generality, we can focus on the case

where a21 = 0 and a2
F

= a. That is any combination of spot trades repo trade with

p̄ can be replicated by an appropriate p̂ without additional spot trade. Consider

indeed p̂ defined for all s 2 S by:

p̂(s) =
a21s+ a2

F

p̄(s)

a

Clearly, p̂(s) � 0 for all s and p̂ is weakly increasing since a2
F

� 0. Now, we have

that a � a11 + a21 � �a1
F

+ we have that market clearing requires a2
F

= �a1
F

and

⌘11 � 0 gives us a11 � �a1
F

. Since a = a21 + a11 we get a � a21 � a1
F

= a21 + a2
F

. And

as p̄(s)  s/(1 � ✓) we obtainp̂(s) < s/(1 � ✓). Therefore our candidate p̂(s) is

also feasible. We now verify that the payo↵ for agents are the same in dates 1 and

2 under both price and allocations. Clearly, the allocation of agent 2 is the same

in date 2 for all states s. Therefore, it is also identical for agent 1 in date 2 in all

states. Turning to date 1, agent 2 obtains under the new trading pattern:

ĉ21 = ! � p̂
F

a
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where p̂
F

= E [p̂(s)u0(c22(s))]. Hence,

ĉ21 = ! � E


a21s+ a2

F

p̄(s)

a

�
u0(c22(s))

�
a

= ! � a21E
⇥
su0(c22(s))

⇤� E
⇥
p̄(s)u0(c22(s))

⇤
a2
F

= ! � a21p1 � a2
F

p
F

as ⇠21 = 0 whenever a21 > 0. Therefore, ĉ21 = c21 which concludes the argument.

Hence, from now on, we set a21 = 0 and a2
F

= a.

Case 1 : ⌘11 = 0

Suppose first that no agent is constrained, that is ⌘11 = 0. We must then

have p̃1
F,s

= p̃2
F,s

for every contract p̃ by (9)-(10). Therefore p̃1
F,s

� p̃2
F,s

= 0 which

implies that E [p̃(s) (u0(! + p̄(s)a)� �)] = 0 holds for any p̃. Since u0(! + p̄(s)a)

is monotone it must be that u0(! + p̄(s)a) = � almost surely. In other words,

! + p̄(s)a = c22,⇤, that is the optimal price schedule implements the first best

allocation (c12,⇤, c
2
2,⇤). Then p̄(s) should not depend on s, that is p̄(s) = p⇤ such

that p⇤a = c22,⇤ � !. Observe that any repurchase price p 2 [p⇤, s

1�✓

] and quantity

pledged a2
F

 a such that pa = c22,⇤�! implements the first best allocation. Thus,

our guess that ⌘11 = 0 may hold if and only if s⇤  s.

Case 2 : ⌘11 > 0

Suppose next that agent 1 is constrained, i.e. ⌘11 > 0. Then (10) implies that

the following inequality must hold for any p̃.

E
⇥�
p̄(s)� p̃(s)

��
u0(! + p̄(s)a)� �

�⇤ � 0 (11)

Suppose first that 8s 2 S, u0(! + p̄(s)a) � � > 0. Then the inequality above can

only hold if p̄(s) = s/(1� ✓) for all s 2 S. If that is not the case, let us denote:

s
min

:= min {s 2 S | u0(! + p̄(s)a)� � = 0} ,

where s
min

> s, in the case considered. We have u0(! + p̄(s)a) > � for any

s 2 [s, s
min

], as p̄(s) is weakly increasing. Define s1  s
min

such that s1/(1 �
✓) = p̄(s

min

). If s1 < s, then we must have p̄ constant over [s, s
min

]. Otherwise,

inequality (11) would be violated with
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p̃(s) =

8
<

:
p̄(s

min

) for s  s
min

p̄(s) for s � s
min

If s1 � s, then a similar argument shows that p̄ must be constant over [s1, smin

].

This is compatible with the definition of s
min

if and only if s1 = s
min

. which

implies p̄(s
min

) = s
min

/(1 � ✓). Then we must also have p̄(s) = s/(1 � ✓) for all

s 2 [s, s
min

]. Otherwise, inequality (11) would be violated with

p̃(s) =

8
<

:
s/(1� ✓) for s  s

min

p̄(s) for s � s
min

This shows that p̄(s) = s/(1 � ✓) for all s  s
min

. We now take this property

as given. Define now

s
max

:= max {s 2 S | u0(! + p̄(s)a)� � = 0} , (12)

We show that s
max

= s̄. Suppose otherwise. Then, we have p̄(s) > p̄(s
max

)

and u0(! + p̄(s)a) < � for s 2 (s
max

, s̄) and condition (11) would be violated with

p̃(s) =

8
<

:
p̄(s) s  s

max

p̄(s
max

) s � s
max

Finally, on the interval [s
min

, s
max

], by definition p̄ is constant. Therefore, putting

pieces together, we find that the optimal forward contract is

p̄(s) =

8
<

:

s

1�✓

for s  s⇤

s

⇤

1�✓

for s � s⇤

where s⇤ solves

u0
✓
! +

s⇤

1� ✓
a

◆
= �.

We can derive the haircut and the liquidity premium for the optimal price

schedule p̄.

Corollary 3. The haircut and the liquidity premium are given by:

16



If s⇤ � s̄,

H = � �✓

1� ✓
E[s]

L = �E


s

1� ✓

✓
u0(! +

s

1� ✓
a)� �

◆�

If s⇤ 2 [s, s̄],

H = �


�
ˆ

s

⇤

s

✓

1� ✓
s dF (s) +

ˆ
s̄

s

⇤

✓
s� s⇤

1� ✓

◆
dF (s)

�

L = �

ˆ
s

⇤

s

s

1� ✓

✓
u0(! +

s

1� ✓
a)� �

◆
dF (s)

If s⇤  s,

H 2

�E[s]� �

s⇤

1� ✓
, �E[s]� �

s

1� ✓

�

L = 0

Observe that the haircut is not pinned down when s⇤  s since several (con-

stant) repurchase prices p̄ implement the first best allocation.
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A Proofs

A.1 Optimal Repurchase Contract

Analysis of a2
F

< 0.

We now consider a price schedule p̄ such that the equilibrium has a2
F

< 0,

that is agent 2 is borrowing in a repo. We can focus on the case where s⇤ < s̄ as

otherwise agents could reach the equilibrium allocation (where a2
F

< 0) with the

contract described in Proposition 2. In any such equilibrium:

�p1 + �E[s] + ⇠11 = 0,

�p
F

+ �E [p̄(s)] = 0.

�p1 + E
⇥
su0(c22(s))

⇤
+ ⌘21 = 0,

�p
F

+ E
⇥
p̄(s)u0(c22(s))

⇤
+ ⌘21 = 0.

c12(s) = ! + a21(p̄(s)� s)

c22(s) = ! + a21(s� p̄(s))

where we have that ⌘21 > 0. Otherwise agents would not be constrained and

would attain the first best allocation. Using the equilibrium condition that p̃2
F,s

�
p̃1
F,b

, for any continuous and increasing price schedule p̃, the following condition

must hold

E[(p̃(s)� p̄(s))(u0(c22(s))� �)] � 0 (13)

We cannot reproduce the argument of the previous case since c22(s) needs not

be monotonic in s. Instead, we use local properties to make our claim. Define

indeed the following subsets of S:
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S0 =
�
s 2 S|u0(c22(s))� � = 0

 

S+ =
�
s 2 S|u0(c22(s))� � > 0

 

S� =
�
s 2 S|u0(c22(s))� � < 0

 

Let us define a sequence of sets A = {A
n

}
n2N such that 8n 2 N, A

n

2 S0 [
S� [ S+ and S = [

n

A
n

. By continuity of c22(s), we know that elements of S� and

S+ are open intervals while S0 may contain isolated points. Practically, we divide

the support into intervals where u0(c22(s))� � has a constant sign.

Let us first consider A = (s1, s2) 2 S+. Then p̄ must be constant over A. If not,

let us construct p̃ such that p̃(s) = p̄(s) for s  s1 and s � s2 and p̃(s) < p̄(s) for

s 2 A with p̃ increasing. With such p̃, inequality 13 is violated. Then let us prove

that s 2 S+. Indeed c22(s) = !+ a21(s� p̄(s)) < !+ as < c22,⇤ because s
⇤ > s. This

implies that u0(c22(s))� � > 0. Thus applying our previous argument for intervals

in S+, we know that 9s1 > s such that p̄(s) = 0, for s 2 [s, s1). Indeed p̄ must be

constant on this interval. If the constant is not zero we can construct a profile p̃

which would violate 13.

Consider next A = (s1, s2) 2 S0 such that s1 < s2. By definition of S0 , we

must have c22(s) constant over A which implies that p̄(s)� s is constant over A.

Let us finally consider A = (s1, s2) 2 S�. Then we can have either ot two

cases: (i) there exists s0 2 (s1, s2] such that p̄(s) = s/(1� ✓) over [s1, s0] and p̄ is

constant over [s0, s2]; or (ii) p̄ is constant over [s1, s2]. Indeed, if neither of these

is true, we can construct p̃ > p̄ on A to find a contradiction with (13). Next we

argue that that the first case is not possible. Indeed, there would exist ✏ > 0 such

that (s1 � ✏, s1) 2 S0 [ S�. Then, given our previous conclusions, p̄ cannot be

continuous and respect the no-default constraint (7). This rules out case (i).

With these elements in hand, we can charcaterize the optimal p̄.

First, we show that there cannot be (s1, s3) 2 S such that 9s2 2 (s1, s3)

with (s1, s2) 2 S0 and (s2, s3) 2 S+. Indeed, we know that p̄(s) � s is constant

over (s1, s2) and p̄ is constant over (s2, s3). Then, we can construct p̃ such that

p̃(s) = p̄(s) for s < s1 and s > s3 and p̃(s) = p̄(s1) + (s � s1)/(s3 � s1) for

s 2 (s1, s3).
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Second we show that there cannot be A = (s1, s2) 2 S�. Let otherwise A be

such an interval with s1 = min {s 2 S�} > s. Then p̄ is constant over A equal

to p̄(s1) and s  s1 implies that s 2 S0 [ S+. If p̄(s1) > 0, it is easy to find

a deviation with p̃ < p̄. But if p̄(s1) = 0, we have a contradiction, since then

A 2 S0 [ S+.

Then, we can argue that the optimal profile for p̄ in such an equilibrium must

have the following form:

p̄(s) =

8
<

:
0 s  s⇤

s� s⇤ s > s⇤

Now we can use condition (10) to show that agents would like to deviate.

Indeed, it writes

E[p̃(s)(u0(c22(s))� �)]  0

Obviously, this inequality would not hold for any p̃ with strictly positive values.

In particular, it does not hold for the candidate optimal p̄. QED.

The oprimal price schedule balances the two desirable features of a repo over

a combination of spot sales: the higher borrowing capacity and the possibility of

hedging. Consider indeed the second case when s⇤ 2 [s, s̄]. When s  s⇤, the asset

payo↵ is low. Thus, at the optimal price-schedule, the no-default constraint (7)

binds for agents to maximize the consumption transfer across time. When s � s⇤,

the asset payo↵ is high enough to achieve the first best levels of consumption

(c12,⇤, c
2
2,⇤). The price schedule becomes constant as agent 2 dislikes variability in

consumption.

The optimal price schedule is essentially unique as all optimal p̄ finance the

same allocation. This multiplicity materializes when the asset is abundant, that is

s⇤  s. First, the constant price schedule can take any value p⇤ 2 [s⇤/(1�✓), s/(1�
✓)]. Indeed, the optimality condition only pins down the level of borrowing, that

is the product p⇤a2
F

= c22,⇤ � ! but not the repurchase price p⇤. An agent may

thus use less of the asset in the repo if he promises a higher repurchase price.

Second and more subtly, agent 2 may also be the borrower in the repo while

he is ultimately “lending” overall. Suppose indeed that s⇤  s(1 � ✓) and let
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p⇤ = s⇤/(1 � ✓). Then any promise by agent 1 to repay p⇤ could be replicated

by (i) a spot sale by agent 1 to agent 2 (ii) a repo sale from agent 2 to agent 1

with schedule p(s) = s� p⇤. Combining these two operations, agent 2 ultimately

transfers p⇤ units of consumption good per unit of asset to period 2.

B Literature Review

The first question any model tries to answer is why financial institutions use repos

in the first place. Since a repurchase agreement is made of a spot and a forward

transaction, it seems that it could easily be replaced by two consecutive spot trans-

actions of the asset. Many existing theories rely on some form of illiquidity of the

spot market to justify repos.

The competitive model of Zhang (2014) does not include spot markets. Repos

would be redundant or even dominated with perfectly functioning spot markets.

The models mentioned below rely on bargaining frictions: with repos, traders im-

plicitly commit to a better re-sale price than that obtained on the spot market.

In Narajabad and Monnet (2012), agents with concave time-varying preferences

for the fruit of a tree can trade the tree (spot transaction) or lend it (repo). With

a Walrasian spot market, terms of trade are independent of asset holdings. A repo

merely replicates a (spot) sale and (spot) re-purchase of the asset. With bargain-

ing, an agent knows that the terms of trade he will face next period depends on his

asset holdings. For instance, current natural holders will purchase less of the asset

than if the spot market were Walrasian. This leaves unexploited gains from trade

in the fruit that can be realized with repos. Ultimately, a repurchase agreement is

a technology that allows a seller to repurchase the asset from the same agent.

The model of Tomura (2013) is based on a hold-up problem. A long-term in-

vestor L1 needs to raise cash by selling an asset to a short-term investor S in order

to finance a profitable investment. When re-selling the asset, S cannot extract the

full value to long term investors L1 and L2 because of bargaining. By commit-

ting to re-sell7 the asset to L1, agent S raises the total surplus from the initial

transaction (because L1 also reaps the hold-up gains in the future). Financing is

7Actually, S has no strict preferences over who to (re)-sell the asset. In this sense, it is not a
commitment story because the ex-ante optimal choice is also (weakly) optimal ex-post!
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possible for a wider range of parameters with repo than with a spot sale without

commitment to repurchase. The model also generates positive haircuts because

the spot sale without commitment is higher than the repo price.

Parlatore (2014) develops a dynamic model where investors holding long term

assets have projects with linear return and positive NPV. Key to the paper is a

non-verifiability constraint of the project return. I give a simpler interpretation

with a standard pledgeability constraint which delivers similar results8. For in-

vestors, a first option is to finance the investment by selling the asset at a price

P that reflects the future valuation to deep pocket financiers on a spot market.

A second option is to keep the asset and use it as collateral for a loan. The loan

size cannot thus be bigger than the investor’s valuation for the asset vB. As a

consequence, collateralized loan will be used only if P < vB, i.e. the spot market

price of the asset is lower than the investors/users’ valuation for it. This wedge

exists because of a bargaining friction in the spot market. Hence, collateralized

loan emerges in this setting and can be interpreted as repos. Again, the collateral-

ized loan allows borrowers to commit to a higher repurchase price vB than the one

P that financiers would receive on a spot market. In this model however, haircuts

are negative because borrowers get more financing with repo.

8In addition, Parlatore’s interpretation implicitly requires partial default on collateralized
loans. This is not the case with a pledgeability constraint.
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