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Editor’s Introduction

Thomas A. Garrett

and theoretical evidence that labor supply decisions
are not just a function of wages—as often assumed
in empirical and theoretical models of labor sup-
ply—but also are dependent on the prices of other
goods. Kristie Engemann, Rubén Hernández-
Murillo, and Michael Owyang compare the pre-
dictive power of various forecasting models of
employment that use different levels of data aggre-
gation. Michael Pakko explores the economic
impact of a smoking ban in Columbia, Missouri,
using a time series of sales tax data for eating and
drinking establishments. Finally, Christopher
Wheeler examines whether urban sprawl resulted
in rising income segregation in 359 U.S. metropol-
itan areas over a 20-year period.

T he Center for Regional Economics–
8th District (CRE8) at the Federal Reserve
Bank of St. Louis sponsored the fourth
annual meeting of the Business and

Economics Research Group (BERG). This year’s
meeting was part of the eighth annual Missouri
Economics Conference held in Columbia, Missouri,
in March 2008 and sponsored by the Federal
Reserve Bank of St. Louis and the Department 
of Economics at the University of Missouri–
Columbia.1

This issue of Regional Economic Development
contains four research papers by St. Louis Fed
economists, several of which were presented at
the recent BERG meeting. Dan Black, Natalia
Kolesnikova, and Lowell Taylor present empirical

1 The agenda for the eighth annual Missouri Economics Conference,
which includes sessions sponsored by BERG, can be found at
http://research.stlouisfed.org/conferences/moconf/8th_annual_
agenda.pdf.

Thomas A. Garrett is an assistant vice president and economist at the Federal Reserve Bank of St. Louis.

Federal Reserve Bank of St. Louis Regional Economic Development, 2008, 4(1), p. 1.
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Local Price Variation and Labor Supply Behavior

Dan A. Black, Natalia A. Kolesnikova, and Lowell J. Taylor

ences can be quite large, especially for housing.
For example, according to 1990 Census data, the
median housing price in New York is more than
three times that of the median housing price in
Cleveland.2 The question addressed in this paper
is whether the common practice of ignoring local
price variation in labor supply studies is as innocu-
ous as has generally been assumed.

In standard economic theory, labor supply
decisions depend on the complete set of
prices: the wages and the prices of relevant
consumption goods. Nonetheless, as Abbott

and Ashenfelter (1976) noted some 30 years ago,
economists generally have found it a useful
abstraction, in both theoretical and empirical
work, to ignore prices other than wages in labor
supply studies. For example, none of the empirical
results on labor supply discussed in the promi-
nent reviews of Pencavel (1986), Killingsworth
and Heckman (1986), or Blundell and MaCurdy
(1999) are derived by procedures that account for
variation in any price other than wages.1

However, most empirical work on labor does
use national datasets of individuals who live in
different locations and therefore face different
prices for locally priced goods. These price differ-

In standard economic theory, labor supply decisions depend on the complete set of prices: wages
and the prices of relevant consumption goods. Nonetheless, most theoretical and empirical work
in labor supply studies ignore prices other than wages. We address the question of whether the
common practice of ignoring local price variation in labor supply studies is as innocuous as gen-
erally assumed. We describe a simple model to demonstrate that the effects of wage and nonlabor
income on labor supply typically differ by location. In particular, we show that the derivative of
the labor supply with respect to nonlabor income is independent of price only when the labor
supply takes a form based on an implausible separability condition. Empirical evidence demon-
strates that the effect of price on labor supply is not a simple “up-or-down shift” that would be
required to meet the separability condition in our key proposition. (JEL J01, J21, R23)

Federal Reserve Bank of St. Louis Regional Economic Development, 2008 4(1), pp. 2-14.

1 Abbott and Ashenfelter’s (1976) evaluation of labor supply in the
United States for the 1929-67 period exploits time-series changes
in relative prices but does not evaluate possible impacts of cross-
sectional variation (which, as they state, is “expected to be small”).
Some work conducts sensitivity analysis using Bureau of Labor
Statistics information on the cost of living to “adjust” wages. See,
for instance, DaVanzo, DeTray, and Greenberg (1973) and Masters
and Garfinkel (1977).

2 Gabriel and Rosenthal (2004) and Chen and Rosenthal (forthcoming)
show that massive housing price differences pertain across cities
even after careful adjustment for quality.

Dan A. Black is a professor in the Harris School, University of Chicago, and a senior fellow at the National Opinion Research Center; Natalia A.
Kolesnikova is an economist at the Federal Reserve Bank of St. Louis; and Lowell J. Taylor is a professor of economics and public policy at the
Heinz School, Carnegie Mellon University.

© 2008, The Federal Reserve Bank of St. Louis. The views expressed in this article are those of the author(s) and do not necessarily reflect the
views of the Federal Reserve System, the Board of Governors, or the regional Federal Reserve Banks. Articles may be reprinted, reproduced,
published, distributed, displayed, and transmitted in their entirety if copyright notice, author name(s), and full citation are included. Abstracts,
synopses, and other derivative works may be made only with prior written permission of the Federal Reserve Bank of St. Louis.
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To examine the issue, we first present a simple
theoretical model: an economy in which people
live in different locations with differing levels of a
production or consumption amenity. Following
logic familiar in urban economics, (e.g., Roback,
1982), equilibrium prices will differ across loca-
tions. We demonstrate that labor supply behavior
also can vary across locations.

Next, we demonstrate that, when prices vary
across locations, local variation in prices can be
safely ignored only when preferences take a very
specific and peculiar form. We also show that the
responsiveness of labor supply to wage changes will
be the same across locations only if the responsive-
ness of labor supply to nonlabor income changes
is the same across locations.

In our third step we evaluate the potential
empirical importance of our theoretical observa-
tions. We present results obtained by using 1990
Public Use Microdata Samples (PUMS) of the 1990
U.S. Census that examine labor supply in the
nation’s 50 largest cities. We focus on the labor
force participation and hours decisions of white
married women aged 30 to 50—a group whose
labor decisions are quite responsive to changes in
wages and nonlabor income.

In general, we analyze the basic “building
block” empirical relationship that would underlie
any empirical analysis of labor supply for this
group: the relationship between nonlabor income
and labor supply. Our innovation is examining
this relationship for each of the 50 cities separately
and demonstrating the significant systematic vari-
ation that exists among them.

We find that the basic correlation—between
labor supply and nonlabor income—differs across
cities. For example, women who have relatively
high nonlabor income (primarily a husband’s
income) work relatively fewer hours and have
lower participation rates. An important observa-
tion, from our perspective, is that this anticipated
negative relationship is substantially more pro-
nounced in cities with inexpensive housing than
in cities with expensive housing.

A MODEL OF LOCAL LABOR
MARKETS WITH STONE-GEARY
PREFERENCES

We begin our study by presenting a simple
model of local price variation along the lines of
Roback (1982) and Haurin (1980). Locations differ
based on two criteria: (i) A location may be inher-
ently more pleasant (i.e, have a higher level of a
“consumption amenity,” such as nice weather),
or (ii) a location may be associated with inherently
higher productivity (e.g., owing to the presence of
a natural resource or an agglomeration of economies
in production). For simplicity we restrict attention
to cases in which people choose to live in one of
two cities.

In contrast to the standard urban location
models such as those of Roback (1982) or Haurin
(1980), which fix labor supply as a constant, we
allow labor supply to be a choice variable. Pref er -
ences are assumed to be Stone-Geary. This is a
particularly transparent form of utility, and as
Ashenfelter and Ham (1979) note, it is the simplest
functional form of utility used in applied empirical
work examining labor supply.3 We assume, in par-
ticular, that individual i has utility ui as a function
of a consumption good x, leisure l (which is scaled
so that 0 � l � 1), and an amenity level Aj (that is
specific to location j ), according to a simple Stone-
Geary form as follows:

(1)                     

where c and δ are parameters that are common
across individuals and θ ij is a positive idiosyncratic
parameter that equals 1 for a typical individual, but
allows for the possibility that person i has a partic-
ular attraction, or distaste, for location j (as θ ij is
greater than, or less than, 1).

A person living in location jmaximizes utility
subject to a budget constraint, pjx = wj�1 – l � + N,
where pj is the price for the local consumption
good, wj is the local wage, and N is nonlabor
income. Assuming an interior solution pertains,

u A x c li ij j= 1θ δ δ−( ) − ,

3 See also Blundell and MaCurdy (1999) for a discussion of the Stone-
Geary form, as well as other forms used in applied work on labor
supply.
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demand for leisure and for the consumption good
are, respectively,

(2)            

and

(3)            

Substituting equations (2) and (3) into equation
(1) gives indirect utility for person in location 

(4)        

In equilibrium each individual chooses to live
in the location that yields the highest level of utility.
There are two locations: j = 1 or 2. We present two
cases: one with differing consumption amenities
and one with differing levels of productivity in
the locations.

Case 1: Differing Levels of the
Consumption Amenity

Suppose there is general agreement that
Location 1 is nicer than Location 2, A1 > A2, and
for the moment assume further that there are no
idiosyncratic differences in opinion about location,
so that θ ij = 1 for all individuals. Because workers
are equally productive in the two locations, wages
and w1 and w2 must be the same, say w.4 In an
equilibrium in which people live in both locations,
we must have Vi1 = Vi2, so using equation (4), it is
clear that p1 and p2 must solve

(5)        

Inspection of equation (5) confirms the intuitive
result that p1 > p2: The local consumption good is
more expensive in Location 1—the high-amenity
city.

This logic continues to hold if we add back
the idiosyncratic taste component to utility. If for

l w p
N w cp

wj j
j j

j
, =

1( ) −( ) + −( )δ
,

x w p
N w cp

p
cj j

j j

j

, =( ) + −( )
+

δ
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p w
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− .

A N w cp
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A N w cp

p w

1
1

1
1

2
2

2
1= .

+ −( ) + −( )
− −δ δ δ δ

the marginal individual θ i1 = θ i2 = 1, equation (5)
still characterizes equilibrium prices. In this
instance, however, some individuals will have a
strict preference with regard to location. For exam-
ple, an individual with θ i1 > θ i2 will have a strict
preference for Location 1 over Location 2.

We turn next to labor supply. Let h be the frac-
tion of time that a person works, h = 1 – l. From
equation (2), we have

(6)            

Although wages are the same in both locations,
the labor supply differs. In this example, h�w,p1� >
h�w,p2�; individuals supply more labor when they
work in the more expensive city.

Suppose instead the focus is on the effect of a
wage change in a local labor market (studying
people who would not move in response to a small
change in the wage)5:

(7)               

Notice that in this example, the responsiveness of
the labor supply to a wage change is greater in the
inexpensive city than in the expensive city, 

In contrast, if we focus on how a change in
nonlabor income affects labor supply,

(8)                      

we find that the relationship is independent of the
local price; that is, it can be written as 

h w p
w N cp

wj
j

, =
1

.( ) − −( ) −( )δ δ

∂ ( )
∂

−( ) −( )h w p

w

N cp

w
j j,

=
1

.2

δ

∂ ( )
∂

∂ ( )
∂

h w p
w

h w p
w

,
>

,
.2 1

∂ ( )
∂

− −( )h w p

N w
j,

=
1 δ

,

∂ ( )
∂
h w

N
.

4 For simplicity, we are implicitly assuming that labor is the only factor
of production, so that firms will be indifferent in hiring if the wage
is the same in the two cities. This would not be true, for example, if
land were a major factor of production and land prices differed in
the two cities.

Black, Kolesnikova, Taylor

5 In general, if the wage increases in a labor market, this factor can
attract new individuals to that location. Here, we are interested in
the effect on the labor supply of individuals who are already in the
market, for example, people who have an idiosyncratic taste for that
location.



identical individuals may well supply less labor
in the high-wage city than in the low-wage city,
depending on the local price-wage combination.
Second, the responsiveness of labor supply to
changes in the wage or nonlabor income typically
varies across locations.

WHEN DOES PRICE VARIATION
MATTER FOR LOCAL LABOR
SUPPLY?

As noted previously, housing prices vary
widely across U.S. cities, presumably because of
differences in consumption or production ameni-
ties across these locations. The examples in the
previous section indicate that labor supply varies
across locations even in the unusually simple and
transparent case of Stone-Geary preferences. We
now turn to a more systematic investigation of
conditions on preferences under which price and
income effects on labor supply do not depend on
location. As is common in the literature, attention
is restricted to the case of quasi-homothetic pref-
erences (of which Stone-Geary is a special case).6

Given this common simplification, what further
restrictions are necessary to allow investigators to
ignore variation across locations when examining
labor supply?7

Under quasi-homothetic preferences, indirect
utility takes the form

(12)   

where, as before, p is the local price, w is the local
wage, and N is the nonlabor income. Using Roy’s
identity we derive the demand for leisure

V p w N p w N w p w, , = , ,( ) ( ) + +( ) ( )α β ,

Case 2: Differing Levels of Productivity

Now suppose that Locations 1 and 2 are viewed
as equally pleasant, A1 = A2, but productivity is
higher in Location 1 than in Location 2, so that 
w1 > w2. The equilibrium condition corresponding
to equation (5)—that the marginal individual is
indifferent between locations (i.e., Vi1 = Vi2)—is then

(9)            

As for labor supply, in city j,

(10)        

In general, labor supply differs in the two locations,
but even with p1 > p2 and w1 > w2 the location that
will have the larger labor supply cannot be pre-
dicted. Similarly, in general 

and we cannot determine in which city the labor
supply is more responsive to wage changes. On
the other hand, in this example the derivative of
labor supply with respect to nonlabor income,

(11)                  

turns out to be independent of pj. Furthermore,
the derivative of labor supply with respect to non-
labor income does not depend on the local price,
p, but because in equilibrium the high-productivity
city has relatively higher wages, we expect to
observe that δh/δN will be smaller (in absolute
value) in the expensive city.

Our examples illustrate two important points.
First, cross-sectional variation in wages and prices
may be associated with variation in labor supply,
although that cross-sectional variation is of no
value for understanding the behavioral effect of
wage changes on labor supply. For instance, in our
Case 2, even if in both cities 

N w cp

p w

N w cp

p w

+ −( ) + −( )
− −

1 1

1 1
1

2 2

2 2
1= .δ δ δ δ

h w p
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j
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w
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w
1 1 2 2, ,

,
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,
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1
,
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w
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> 0,
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Black, Kolesnikova, Taylor

6 Quasi-homothetic preferences are useful because they preserve a
linear expansion path of homothetic preferences, but they do not
require the path to go through the origin. Thus, under quasi-
homothetic preferences, income elasticities of demand need not
equal 1, as is the case with homothetic preferences. 

7 We could attempt to analyze cases that are even more general, but
as we shall see, matters are sufficiently discouraging even for the
quasi-homothetic case.
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follows:
Proposition 1When preferences are quasi-
homothetic, 

is independent of location if and only if preferences
satisfy a separability condition β�p,w� = β1�p�β2�w�.

Next consider the response of the demand for
leisure to wage changes, 

Again, the goal is to derive conditions under which  

does not depend on local prices, p. If b�p,w� = b�w�,
as above, then the only other necessary condition
is that aw�p,w� be independent of p. Now aw�p,w�
is independent of p if and only if it is equal to some
function of w only: aw�p,w� = f�w�. Integrating both
parts with respect to w, we get a�p,w� = F�w� + c�p�.
Then the supply of hours of work takes an addi-
tively separable form, h�p,w,N� = c�p� + F�w� + 
�N + w�b�w�.

We have established, therefore,
Proposition 2When preferences are quasi-
homothetic, 

and 

are independent of location if and only if the
demand for leisure has the additively separable
form 

(15)  

Notice that in equation (15) the effect of local
price variation is to simply shift the labor supply
function up or down. In this case, it might suffice
to merely incorporate location-specific dummies
when estimating labor supply functions.8 Without
this separability, however, local price variation
would have a fundamental impact on the shape of
the labor supply function itself.

∂
∂

h
N

∂
∂

( ) + ( ) + +( ) ( )h
w

a p w b p w N w b p ww w= , , , .

∂
∂

h
w

∂
∂

h
w

∂
∂

h
N

h p w N c p F w N w b w, , =( ) ( ) + ( ) + +( ) ( ).

(13) 

It then follows that hours of labor supply are

(14) 

where 

Consider the effect of the change in nonlabor
income on the labor supply, 

Obviously, δh/δN is independent of p (and thus is
the same across locations) if and only if b�p,w� �
b�w�. The following claim provides the condition
under which this holds:

Claim  

Proof. The proof of sufficiency is trivial. To prove
necessity, we have

where 

The above observations can be summarized as
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8 In fact, in empirical work on labor supply, researchers generally do

not even take this simple step.



in labor supplied in each city can be traced. Finding
data that correspond to such an experiment is a
formidable task. The following work instead focuses
exclusively on the sensitivity of labor supply to
nonlabor income. We can justify this focus with
the following result:
Proposition 3 In general, labor supply, h�p,w,F �,
depends on the price of the local good, the wage,
and full income, F = w + N.9

If the key relationship is independent of p,

then is independent of p.

To prove this proposition we consider first the
effect of a change in nonlabor income on labor
supply: 

This is independent of price, p, if and only if

(18)                  

Integrating both sides of  equation (18), we then
notice that labor supply must have the following
additively separable form:

(19)       

Similarly, the effect of the change in the wage on
labor supply does not depend on p if and only if

(20)                  

or, integrating both sides of equation (20),

(21)          

Compare the additive separability requirements
shown in equations (19) and (21). The latter takes
the same basic form but is more restrictive. It fol-
lows that when 
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These two propositions demonstrate that even
in the simple case of quasi-homothetic preferences,
rather strong conditions are necessary for location-
independent labor supply responses to income and
wage changes.

The Stone-Geary example used in the previous
section illustrates this point. Indirect utility can
be written in the form V = α�p,w� + �N + w�β�p,w�,
where

(16)     

(17)     

Since β�p,w� is separable in p and w, the sepa-
rability condition of Proposition 1 is satisfied.
Recall from equation (6) that 

Obviously, this function does not have an addi-
tively separable form as required in Proposition 2.
So it is not surprising that the derivative of labor
supply with respect to nonlabor income, N, 

is independent of p, whereas the derivative of
leisure with respect to the wage, w, 

depends on p.
As noted earlier, labor supply studies generally

focus on the responsiveness of labor supply to
changes in wages. Here, we want to evaluate how
price variations, in addition to changes in wages,
affect the results. The ideal experiment would be
one in which wages are exogenously shifted in each
of many different U.S. cities and in which changes
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9 Recall that full-time work entails h = 1, so that the maximum possible
labor income is w + N, making full income.
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income, we do not want to specify any parametric
form because of concerns that results might be
sensitive to the functional form.11 Instead, we use
a nonparametric matching estimator. Two measures
of labor supply are used: annual hours of work and
an employment participation dummy variable.12

The data do not allow us to perform this analysis
for each city because they do not provide enough
support. Instead, we divide the sample roughly
into thirds and examine differences between the
most “expensive” cities (the 17 MSAs within the
top one-third of housing prices) and “inexpensive”
cities (the 17 MSAs with the lowest housing prices).

Our comparison of married women’s labor
supply in inexpensive and expensive cities then
follows three additional steps. The first step is to
divide households into deciles according to “non-
labor income” (which is predominately the hus-
band’s income). Then within each decile we
compare the labor supply of women who live in
the expensive cities relative to the labor supply of
women who live in inexpensive cities. The goal is
to compare the labor supply of otherwise similar
women, so we use an estimator that matches women
with exactly the same age and level of education.
Separate analyses also are conducted for women
with high school education and college education.
Thus, the second step is to match women living in
an expensive city with corresponding women liv-
ing in inexpensive cities (i.e., we match women in
each nonlabor income decile, di �i = 1,…,10�, with
age and education vector x = X, to women with
these same characteristics living in inexpensive
cities). In the analysis that centers on annual work
hours, this is

(22) 

where h1,h0 are annual hours of work in expensive
and inexpensive cities, respectively. In the absence
of selection, this might be taken to be the causal
effect on labor supply (measured in hours per year)
of living in an expensive city relative to an inex-
pensive city. The third step is to average the quan-

∆ X d E h x X d E h x X di i i, = | = , | = , ,1 0( ) ( ) − ( )

is independent of the local price, p, 

is independent of the local price, p.

EMPIRICAL RESULTS
The theoretical considerations outlined in the

preceding section suggest that unless preferences
are strongly restricted, the responsiveness of labor
supply to nonlabor income and to the wage will
vary across locations. It is possible, of course, that
the differences are insignificant and do not pose a
problem for empirical work. We examine this pos-
sibility using a dataset of married white women—
a group that is likely to have substantial variation
in labor supply (e.g., in response to differences in
wage, nonlabor income, and possibly local prices).
Data used in the analysis are from the 1990 PUMS10;
data include married non-Hispanic white women,
aged 30 to 50, who live in the 50 largest metropol-
itan statistical areas (MSAs) in the United States.

One goal of this exploration is to see if there
are any systematic differences in labor supply
related to differences in local prices. We consider
the relationship between labor supply and non-
labor income; the latter term is defined as family
income minus the woman’s own total income.
Given previous research on married women’s labor
supply, an inverse relationship would be expected
between nonlabor income and labor supply ( i.e.,
leisure is likely a “normal good.”) The question
here is whether that relationship differs in a system-
atic way across cities.

Examining the relationship between nonlabor
income and married women’s labor supply in cross
section is far from “state of the art” in estimating
labor supply. Still, it seems a reasonable first pass
at the issue, especially given that our focus is not
on any estimated relationship per se but on differ-
ences in the relationships in expensive and inex-
pensive urban areas.

In our investigation of the differences in the
response of labor supply to the change in nonlabor

∂
∂

h
w

∂
∂

h
N

10 Data were provided by the Minnesota Population Center (Ruggles
et al., 2004).

11 See, for example, DaVanzo, DeTray, and Greenberg (1973).

12 We also repeated the analysis with several other measures of labor
force participation, such as an indicator of full-time employment.
The results remain essentially the same.



(and statistically significant) for many of the non-
labor income deciles. For example, ninth-decile
women in expensive cities work considerably
longer hours than corresponding women in inex-
pensive cities. College-educated women in this
decile average 129 more work hours, whereas
women with a high school education work an
average of 89 hours more.

An apparent and striking pattern is shown in
Table 1 and Figure 1. First, as might be expected,
among these married women, leisure appears to
be a normal good; women with higher levels of
outside income generally work fewer hours per
year and have lower labor force participation rates.
More important, for our purposes, is that the rela-

tity in equation (22) across all women in each
decile di:

(23)             

where dFn�x|di� is the national distribution of x in
the decile di.

The analysis is repeated using a second meas-
ure of labor supply—a labor force participation
dummy variable. When these empirical exercises
are performed separately for women with a high
school diploma and those with a college degree, x,
is simply an age vector.

Results are reported in Table 1. The difference
in annual hours of work between women living in
expensive and inexpensive cities is substantial

∆ ∆n i i nd x d dF x i( ) ∫ ( ) ( )= | | ,
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Table 1
Differences in Annual Hours and Participation Rates Between Expensive and Inexpensive Locations
by Nonlabor Income Deciles

Women with a Women with a 
All women high school diploma college degree

Change in Change in Change in Change in Change in Change in
annual participation annual participation annual participation 

Nonlabor income decile hours rates hours rates hours rates

1 –117.34 –0.04 –136.1 –0.04 –78.08 –0.02
(14.23) (0.0065) (24.57) (0.012) (34.88) (0.016)

2 –75.46 –0.01 –75.72 0.00 –99.43 –0.02
(14.32) (0.0063) (24.36) (0.011) (36.47) (0.016)

3 –54.14 –0.01 –19.42 0.00 –46.71 –0.01
(13.74) (0.0060) (23.39) (0.012) (33.98) (0.015)

4 –15.14 0.00 –28.97 –0.01 –20.59 0.00
(13.88) (0.0062) (23.63) (0.012) (37.16) (0.016)

5 –20.68 0.01 –51.79 0.00 –13.31 0.03
(13.31) (0.0063) (24.14) (0.012) (34.57) (0.015)

6 2.59 0.02 –39.52 0.00 59.98 0.05
(13.66) (0.0068) (24.14) (0.013) (31.66) (0.015)

7 12.47 0.01 –16.11 0.00 85.6 0.03
(14.38) (0.0072) (24.79) (0.013) (30.99) (0.015)

8 83.55 0.05 81.95 0.05 139.38 0.08
(14.62) (0.0076) (26.78) (0.014) (30.24) (0.015)

9 83.61 0.04 88.98 0.03 128.59 0.06
(15.80) (0.0083) (33.44) (0.017) (30.84) (0.016)

10 82.59 0.04 15.74 0.00 172.35 0.07
(18.45) (0.0098) (41.52) (0.023) (28.04) (0.015)

NOTE: Authors’ calculations, based on 5 percent 1990 PUMS data. The sample consists of white, non-Hispanic married women, aged 30
to 50. Bootstrapped standard errors using 999 replications are reported in parentheses.
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higher in expensive cities than in inexpensive
cities.

In short, the labor/leisure choice appears to not
conform to the additively separable form described
in Proposition 2; local prices do not merely shift
labor supply up or down. The derivative 

∂
∂

h
N

tionship between nonlabor income and labor sup-
ply is quite different for expensive and inexpen-
sive cities. At the very lowest levels of nonlabor
income (e.g., deciles 1 and 2), women in expensive
cities have lower labor supply than women in
inexpensive cities. The opposite is essentially true
for women in the high nonlabor income deciles;
among women with high nonlabor income, labor
force participation and average hours worked are
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Variation Between Expensive and Inexpensive Locations in Annual Hours and Participation Rates,
by Nonlabor Income Decile



This work has a number of implications for
empirical strategies in estimating labor supply and
other policy research. First, our research makes
clear that empirical work should never use cross-
sectional variation in wages to estimate parameters
in labor supply models. We document significant
differences for married women in quantity of labor
supplied across cities that may have little connec-
tion with behavioral responses to cross-sectional
variation in wages.

Second, because labor supply elasticities vary
by location, researchers must be careful in inter-
preting results based on instrumental variable (IV)
strategies. For example, suppose an IV approach
is used in which the IV is the price of coal. Varia -
tion in the price of coal arguably serves as an excel-
lent source of wage variation in the coal industry,
but the resulting estimates of the effect on labor
supply would apply only for regions where the
coal industry is a major employer. If local prices
differ in those regions from other parts of the coun-
try, the estimated relationships will not be general-
izable to the entire country.

Third, using a back-of-the-envelope example,
we show that the evidence in Table 1 is consistent
with the possibility that wage elasticities or labor
supply (for married women) are quite different
across cities. Notice that the Slutsky equation, in
elasticity form, gives the relationship

(24)                     

where εw is the observed wage elasticity of supply,
εHw is the corresponding Hicksian elasticity (reflect-
ing the pure substitution effect), and εN is the elas-
ticity of labor supply with respect to nonlabor
income. Now consider college-educated married
women at the median level of nonlabor income. If
we take as causal the relationship drawn in Figure 1,
moving from the fourth to sixth deciles in income
we would estimate a nonlabor income elasticity,
εN, of –0.46 in the expensive cities and –0.29 in
the inexpensive cities. Suppose that the Hicksian
elasticity, εHw, is 0.50 (and is the same in both
cities). We estimate that for the average woman at
the fourth decile wh/N is 0.57 in inexpensive

ε ε εw w
H

N
wh
N

= ,+ 





is generally negative (at least beyond the lowest
decile levels of N) and is smaller (in absolute value)
in the expensive city. This generalization holds
true for both high school– and college-educated
women.

Also, as noted, results are similar when “aver-
age hours” or “labor force participation rates” are
used as the measure of labor supply. Of note, in
these cities 66 percent of high school–educated
women and 70 percent of college-educated women
are employed on average. Thus, differences of 5 to
7 percentage points between expensive and inex-
pensive cities represent differentials of 8 to 10
percent, which seem (to us) quite substantial.

Our nonparametric approach does have one
disadvantage: The nonlabor income distribution
within each decile might differ somewhat for
women in expensive cities. An alternative flexible
parametric approach to estimation, described in
the Appendix, provides nearly identical inferences.

Our empirical findings are roughly consistent
with theoretical predictions in Case 2. In that
equilibrium example with Stone-Geary preferences,
the responsiveness of labor supply to nonlabor
income must be greater in inexpensive (low-
productivity) cities than expensive (high-
productivity) cities.

CONCLUSION
We describe a simple model to demonstrate

that the effects of wage and nonlabor income on
labor supply typically differ by location. In partic-
ular, we show the derivative of the labor supply
with respect to nonlabor income is independent of
price only when labor supply takes a form based
on an implausible separability condition.

Empirical evidence demonstrates that the
effect of price on labor supply is not a simple “up-
or-down shift” that would be required to meet the
separability condition in our key proposition. For
example, among women with low nonlabor income,
living in an inexpensive city is associated with
higher labor force participation and longer work
hours, whereas among women with high nonlabor
income, living in an inexpensive city is associated
with lower labor force participation and shorter
work hours.
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cities and 0.61 in expensive cities.13 Thus, the
uncompensated labor supply elasticity is more
than a third higher in expensive cities than inex-
pensive cities, 0.33 versus 0.24.

Fourth, as an example of an application to
policy-related research, locational differences
may occur in the response of female labor supply
to changes in taxes. Changes in income taxes, for
instance, would have different effects in different
cities. A closely related implication centers on the
analysis of social welfare policy. (Recall, for exam-
ple, that wives of husbands with low earnings work
less in more expensive cities.) We believe that fur-
ther analysis of policy implications is warranted.
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APPENDIX
The empirical inferences in Table 1 are based on an entirely nonparametric approach. We divided

our sample into 10 nonlabor income deciles and compared labor supply across women within each of
these cells. Our primary finding is that for women in low nonlabor income deciles, the labor supply is
lower in expensive cities than in inexpensive cites, whereas for women in high nonlabor income deciles,
labor supply is higher in expensive cities than in inexpensive cities.

Here we present a flexible parametric approach that leads to this same inference. We estimate labor
supply regressions with the independent variables age (entered as 21 dummy variables for each age, 30 to
50 years inclusive) and nonlabor income (entered as a fourth-order polynomial). We estimate regressions—
separately for high school–educated women and college-educated women, as well as for each labor supply
variable (employment and hours worked)—using the sample of women from the expensive cities. We
similarly estimate corresponding regressions for the sample of women from the inexpensive cities. Then
for each woman iwho lives in the expensive cities, we estimate the outcome of interest ŷ1i (e.g., “predicted”
employment, or “predicted” hours worked) using the regression parameter from the expensive city, and
similarly estimate ŷ0i using regression parameters from the inexpensive city. Finally, we form the estimated
gap,

,

for each individual. Notice that this last quantity is the “impact of the treatment on the treated,” where
the “treatment” is location in an expensive city rather than an inexpensive city.

To summarize findings in a manner comparable to Table 1, we aggregate estimates into deciles of
nonlabor income. Results are presented in Table A1. Bootstrapped standard errors using 999 replications
are reported in parentheses.14

ˆ ˆ ˆ∆i i iy y= 1 0−
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14 Bootstrap procedure in this case involves 999 replications of generating a random sample with replacement from the original dataset and estimating
the parameter of interest for that sample. After 999 replications, we have a sampling distribution of the parameter estimate. The standard devia-
tion of that distribution is the standard error of the parameter estimate.
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Table A1
Differences in Annual Hours and Participation Rates Between Expensive and Inexpensive Locations
by Nonlabor Income Deciles, Parametric Approach

Women with a Women with a 
high school diploma college degree

Change in Change in Change in Change in
Nonlabor income decile annual hours participation rates annual hours participation rates

1 –128.7 –0.034 –118.1 –0.027
(22.04) (0.0110) (34.23) (0.0143)

2 –93.4 –0.021 –72.5 –0.016
(12.42) (0.0066) (17.76) (0.0079)

3 –68.6 –0.013 –36.6 –0.002
(11.10) (0.0059) (16.07) (0.0074)

4 –47.1 –0.005 –9.5 0.009
(10.82) (0.0056) (15.23) (0.0071)

5 –28.1 0.001 19.1 0.021
(10.26) (0.0056) (14.59) (0.0066)

6 –2.1 0.01 46.5 0.032
(11.15) (0.0056) (14.18) (0.0066)

7 23.8 0.019 76.5 0.045
(12.73) (0.0061) (14.59) (0.0071)

8 55.3 0.030 108.6 0.058
(15.28) (0.0077) (17.27) (0.0082)

9 87.5 0.042 143.5 0.075
(20.48) (0.0102) (20.89) (0.0099)

10 81.6 0.036 123.1 0.066
(38.06) (0.0207) (30.26) (0.0151)

NOTE: Authors’ calculations, based on 1990 PUMS data. The sample consists of all married, white, non-Hispanic women between the
ages of 30 and 50 inclusive. The covariates are nonlabor income and age. Using a fourth-order polynomial, we use the sample of women
from expensive cities to estimate the outcome of interest, which we denote ŷ1i for the ith women. Using the sample of women from
inexpensive cities, we estimate parameters for a fourth-order polynomial and then evaluate the function using the covariates of women
from the expensive city sample, which we denote ŷ0i for the ith women. We then form the parameter for the “impact of treatment on the
treated” as ∆̂i = ŷ1i – ŷ0i. We then aggregate estimates into deciles of nonlabor income. Bootstrapped standard errors using 999 replications
are reported in parentheses.
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of cross-regional correlations yet still restrict the
number of parameters estimated.2 They argue that,
under certain conditions, the sum of the forecasts
from an order-p,q space-time autoregression 
[ST-AR�p,q�] can outperform both aggregate mod-
els and models that do not account for the spatial
nature of the data. The ST-AR�p,q� model includes
p temporal lags and q spatially distributed lags—
that is, lags of the other regional series weighted
by proximity. Thus, the ST-AR�p,q� model exploits
both the spatial correlations and the information
content in the disaggregated series.

Hernández-Murillo and Owyang (2006) take
this approach to national employment data, show-

F orecasting, especially as it pertains to
policymaking, is typically conducted at
the national level.1 However, a few recent
papers have indicated that aggregating

regional forecasts may improve forecasts of national
indicators. For example, Hendry and Hubrich
(2006) use disaggregate models to form forecasts
for aggregate variables. Similarly, Giacomini and
Granger (2004) show that using a disaggregate
model that accounts for spatial correlations can
reduce the root mean squared error of the fore-
casts. Their disaggregate forecasts take advantage

Hernández-Murillo and Owyang (2006) showed that accounting for spatial correlations in regional
data can improve forecasts of national employment. This paper considers whether the predictive
advantage of disaggregate models remains when forecasting subnational data. The authors conduct
horse races among several forecasting models in which the objective is to forecast regional- or
state-level employment. For some models, the objective is to forecast using the sum of further
disaggregated employment (i.e., forecasts of metropolitan statistical area (MSA)-level data are
summed to yield state-level forecasts). The authors find that the spatial relationships between
states have sufficient predictive content to overcome small increases in the number of estimated
parameters when forecasting regional-level data; this is not always true when forecasting state-
and regional-level data using the sum of MSA-level forecasts. (JEL C31, C53)

Federal Reserve Bank of St. Louis Regional Economic Development, 2008 4(1), pp. 15-29.

1 There are, however, some notable exceptions of forecasting economic
indicators at the subnational level (dates and regions noted in paren-
theses): Glickman (1971, Philadelphia MSA); Ballard and Glickman
(1977, Delaware Valley); Crow (1973, Northeast Corridor); Baird
(1983, Ohio); Liu and Stocks (1983, Youngstown-Warren MSA);
Duobinis (1981, Chicago MSA); LeSage and Magura (1986, 1990,
Ohio); and Rapach and Strauss (2005, Missouri; 2007, Eighth Federal
Reserve District).

2 Compared with a standard vector autogression (VAR), the space-time
autoregression (AR) model posited in Giacomini and Granger (2004)
requires the estimation of �n2 – n – 1�p fewer parameters for the same
lag order p.
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ing that out-of-sample forecasts can be improved by
modeling the spatial interactions between Bureau
of Economic Analysis regions. They compare a
ST-AR�p,q� model with vector autoregressions
(VARs) with various levels of disaggregation. They
concluded that, as predicted by Giacomini and
Granger (2004), information in regional employment
data is useful for forecasting national employment.

In this paper, we are interested in whether the
information content of regional data can be observed
at a more disaggregated level. In particular, we ask
whether information for states helps forecast
regional data and whether information from cities
helps forecast state data. To this end, we construct
horse races among four competing models with
different levels of disaggregation. We then conduct
out-of-sample tests to determine which model pro-
duces the best short- and long-horizon forecasts.
The data used in these experiments are state- and
metropolitan statistical area (MSA)-level payroll
employment. In each experiment, the disaggregate
data are summed to yield either state- or regional-
level aggregates. In each case, we ask whether
models using the disaggregate data provide lower
mean squared prediction errors (MSPEs) than the
aggregate alternatives. We find that the spatial
relationships among states have sufficient predic-
tive content to overcome small increases in the
number of estimated parameters. The same is not
always true when forecasting state- and regional-
level variables using the sum of MSA-level forecasts.

The next section reviews the four models used
in the horse races, followed by a section that dis-
cusses the subnational data and the construction
of the “aggregate” data. The results of the out-of-
sample experiments are then presented, followed
by the conclusion.

MODELS
The goal of this experiment is to produce an

h-period-ahead forecast of an aggregate time
series—for example, employment. In this context,
“aggregate” does not necessarily mean “national,”
although it is an obvious interpretation. Instead,
here aggregate time series are data that are the sum
or weighted sum of a number of (forecastable) dis-

aggregate series. These series can be disaggregated
in any manner (e.g., by regions or industries). The
aggregate forecast then can be constructed directly
from aggregate data or from the sum (or weighted
sum) of its components. We examine four 
alternatives.

Suppose that period-t aggregate employment
is denoted Yt and can be written as the sum of its
N disaggregate counterparts (henceforth referred
to as “regions,” which depending on the applica-
tion may refer to either states or metro areas), ynt,
without error.3 Let Y ̂t+h be the h-period-ahead
forecast of Y. A forecast from the simplest model,
a univariate aggregate order-p autoregression
(AR�p�, Model 1), has the form

(1)                        

where p is the number of lags and Φj are scalar
coefficients.4

A similar univariate model can be constructed
to forecast each of the individual components—
in particular, region n’s h-period-ahead level of
employment, yn̂,t+h.5 The aggregate forecast is the
sum of the N regional forecasts (Model 2):

(2)          

where yûnin,t+h is region n’s employment forecast
from the univariate AR�p� model and φnj are scalar
coefficients.

An alternative to Model (2) that accounts for
the comovement between the regions is a VAR
forecast (Model 3). The aggregate forecast obtained
from such a model can be written as

Ŷ Yt h j t h j
j

p

+ + −
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= ∑Φ
1
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3 The implicit assumption made here is that the aggregate is exactly
the sum of its component parts. That is, 

holds identically. Of course, the validity of this assumption depends
greatly on the choice of data.

4 Potential constants and time trends are suppressed in this section
for notational convenience.

5 Henceforth, we refer to the disaggregate components as “regions,”
although they can, in principle, be of any type (e.g., industry, state,
MSA).

Y yt ntn

N=
=∑ 1



(3)       

where yv̂arn,t+h is region n’s employment forecast and
Γnkj is the (scalar) lag-j effect of region k on region
n’s employment taken from the VAR coefficient
matrices.

Finally, we consider a ST-AR�p,q� model
(Model 4), which accounts explicitly for the spatial
correlations between regions by imposing a relation-
ship that depends on the proximity to a region’s
neighbors. The spatial weights wnk are chosen a
priori and are intended to reflect proximity between
pairs of regions, for example, in terms of geographic
characteristics such as contiguity or distance. Inter -
action between regions is governed by a weighting
matrix W = {wnk} satisfying 

(4)  

where φj and ψl are scalar autoregressive and scalar
spatial lag coefficients, respectively. The weighting
matrices used in the empirical applications are
discussed below.

The primary differences among the four models
involve a tension between modeling the (in-sample)
cross-spatial correlations and parameter prolifera-
tion. Clearly, Models (1) and (2) are the most parsi-
monious models. However, these models neglect
potentially predictive information in the comove-
ment between the variables. On the other hand,
the VAR depicted in Model (3) may overfit the in-
sample data. Under parameter certainty, the VAR
forecast in Model (3) weakly dominates the three
alternative Models (1), (2), and (4). However,
Giacomini and Granger (2004) show that forecasting
from an estimated VAR (Model 3) is less efficient
than forecasting from the ST-AR model (Model 4).6
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Because the ST-AR model is a restricted form of
the VAR, the error associated with parameter uncer-
tainty decreases. Giancomini and Granger, however,
are unable to determine whether the ST-AR model
or the univariate model is more theoretically effi-
cient (i.e., whether interaction between regions
yields significant information for forecasting). In
the following section, we investigate whether
accounting for spatial interaction in regional
employment data is sufficiently elucidative to
warrant the use of disaggregate data in forecasting.

EMPIRICAL DETAILS
Hernández-Murillo and Owyang (2006) tested

the forecasting efficacy of the spatially disaggre-
gated model for national employment. Here, we
consider further disaggregation by examining the
model’s ability to forecast state- and Federal Reserve
District–level employment. We conduct three
experiments. First, we forecast Eighth District
employment using the sum of state-level employ-
ment.7 Second, we forecast District employment
using the sum of Eighth District MSA–level employ-
ment.8 Finally, we forecast state-level employment
for each of the seven District states using MSA-
level employment.

Data

Although a number of aggregate business cycle
indicators exist, relatively few series are available
at the disaggregate level. Two series available at a
state level with both a reasonable frequency and
sufficiently large sample are personal income
(quarterly) and employment (monthly).9 At an
MSA-level, only employment is readily available.

6 Under certain conditions, the univariate aggregate model yields a
lower mean squared error. For a discussion of these conditions, see
Giacomini and Granger (2004).
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7 The Federal Reserve’s Eighth District contains portions of seven
states: Missouri, Illinois, Tennessee, Arkansas, Kentucky, Indiana,
and Mississippi. Only Arkansas lies entirely in the Eighth District.
However, for purposes of this experiment, we make the simplifying
assumption that the District consists of the entirety of all seven states.

8 In constructing District-level employment for this experiment and
state-level employment for the next experiment, we use the sum of
MSA-level employment. For the former, we include only MSAs
located in the Eighth District, and for the latter, we include all MSAs
in the states. Rural employment is omitted in each case.

9 Gross state product, which is the state-level equivalent to national
gross domestic product, is annual and only available at a one-year lag.
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modeling the comovements between rural and
urban employment. In particular, for the spatial
model (4), modeling the distance between the
rural and MSA centroids is problematic.

Forecasting Scheme

We could use one of two forecasting schemes—
recursive or rolling window. A recursive forecasting
scheme fixes the initial period for the in-sample
data. Each additional period is added to the sample
and the model is reestimated. Thus, the estimation
window expands as the sample expands. Con -
versely, the rolling window scheme fixes the size
of the dataset used to make the forecast. With each
new period, recent data are added and data at the
beginning of the sample are dropped. The rolling
window scheme is particularly useful for cases in
which the data-generating process experiences
structural breaks. This has been shown to be the
case for both state- and MSA-level employment
(see Owyang, Piger, and Wall, 2005, forthcoming,
and Owyang, et al., forthcoming). Therefore, we
choose to use a rolling window forecasting scheme
with a 13-year sampling period. The number of

We, therefore, concentrate our efforts on the appro-
priate employment forecasts.

For our forecasting experiments, we use state-
and MSA-level employment data from the Bureau
of Labor Statistics’ payroll employment survey.
For the first experiment, state-level employment
is summed to yield an approximation of the Eighth
District employment level. In the same manner,
the appropriate aggregates are constructed from
MSA-level data in the following two experiments
for forecasting District- and state-level data. For
each exercise, the full sample is January 1990 to
December 2007. For convenience, the state- and
MSA-level data are plotted in Figures 1 and 2,
respectively. Summary statistics for the data are
provided in Tables 1 and 2.

For each of the last two experiments, we con-
struct the District- and state-level aggregates by
omitting rural employment. Table 3 shows that
the rural component of employment for each state
in the Federal Reserve’s Eighth District is significant.
The difficulty, however, of adding rural employ-
ment to the forecasting regressions (at least those
that account for cross-regional correlations) lies in
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Figure 1

Eighth District States’ Payroll Employment

NOTE: The employment series for each state is seasonally adjusted.
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Figure 2A

Eighth District MSAs’ Payroll Employment, by State

NOTE: The employment series for each state is seasonally adjusted and consists of the sum of all MSAs in that state.
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for the District forecasts the aggregate AR exhibits
greater MSPE at every horizon than the ST-AR
model. The difference in MSPEs for the ST-AR
model and a more parsimoniously parameterized
VAR is often small, especially for short horizons;
and the disaggregate AR can provide some (small)
forecasting advantages over the more heavily
param eterized ST-AR model at short horizons but
is inferior at long horizons.

Forecasting District Employment with
State-Level Data

The first set of results considers forecasting the
Eighth Federal Reserve District using state-level
data. As mentioned previously, state-level data
support two possible spatial weighting matrices
for the ST-AR model: distance and contiguity. We
present results for both weighting matrices.

Figure 3 shows the relative decline in MSPEs
for the ST-AR model using centroid distance as the
spatial metric relative to each of the forecasting
models. Obvious from these results is that weight-
ing state-level interactions by distance provides
some advantage to aggregate forecasting over
weighting by contiguity. The advantage may result
because a contiguity weighting scheme would sup-
press potentially important interactions between
noncontinuous states.10

For both weighting schemes, the informational
advantage in modeling the regional interactions is
obvious. The VAR and the ST-AR models yield
lower MSPEs for almost every horizon. At very
short horizons, the disaggregate AR has predictive
ability similar to that of the VAR and the ST-AR
models. However, at longer horizons, neglecting
the regional interactions can increase the MSPE
by up to 90 percent.

The regional VAR and the ST-AR models pro-
duce an interesting comparison. First, it is impor-
tant to note that the lag order chosen by the BIC
for the VAR is much shorter than that for the ST-AR.
This negates, to some extent, the reduction in the
MSPEs gained by reducing parameter uncertainty

lags for each model is chosen using the Bayesian
information criterion (BIC) on the initial subsam-
ple and remains fixed for the entire forecasting
experiment.

Spatial Weighting

Two sets of weights are considered for the first
forecasting experiment. The first set of weights takes
into account the distance between the centroids of
economic regions, and the second considers geo-
graphic contiguity as a categorical qualification.
Under the first definition, 

where dnk is the distance between the geographic
centroids of regions n and k. Under the second
definition, 

where ηnk = 1 if regions n and k are geographically
adjacent, and ηnk = 0 otherwise. Both of the final
two experiments use only the distance between
centroids because contiguity cannot be established
for most MSAs.

RESULTS
A few broadly consistent features are notable

for the three forecasting experiments. In particular,

w d dnk nk nkk n= ( ) ∑( )≠1 1 ,

wnk nk nkk n= ( ) ∑( )≠η η ,

10 As alluded to above, the weighting matrix in spatial econometrics
is determined exogenously. Conley and Molinari (2007) propose a
test of the spatial weighting matrix. However, their test is conducted
in-sample and is a joint test of model and spatial weighting 
misspecification.

Table 3
Rural Employment by State in 2006

Rural employment 
State (percent)

Arkansas 36.3

Illinois 11.6

Indiana 20.0

Kentucky 36.0

Mississippi 52.5

Missouri 23.9

Tennessee 22.1

Average 28.9

SOURCE: USDA, Economic Research Service, State Fact Sheets.
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Figure 3

Efficiency Gain for ST-AR Model, Using Eighth District States
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Efficiency Gain for ST-AR Model, Using Eighth District States (Setting Equal Lag Lengths)
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number of estimated parameters for the ST-AR
model. This increase may erode the model’s fore-
casting advantage because of the increased uncer-
tainty from estimating the extra parameters. Second,
the MSA may be an improper level of disaggrega-
tion. A third possibility is that the spatial weighting
matrix used in this exercise does not properly
model the interactions. This could potentially
explain why the VAR model performs better than
the ST-AR model despite estimating a comparable
number of parameters.

Forecasting State Employment with
MSA-Level Data

We conducted similar experiments using the
level of employment in the seven states in the
Eighth District as the aggregate and the MSAs in
those states as the disaggregate components. Our
motivation is to determine the optimal level of
disaggregation in forecasting employment. Unfortu -
nately, few results are consistent across states
(Figure 6). For example, most states yield lower
MSPEs for the disaggregate forecasting models
versus the aggregate AR model. Mississippi is an
exception: The aggregate AR gives roughly similar
MSPEs as the VAR and much lower MSPEs than
either the ST-AR or disaggregate AR model. Overall,

in the more parsimoniously parameterized ST-AR
model. Figure 4 demonstrates the informational
advantage for a ST-AR model versus a VAR with
equal lag length. This finding is consistent with
the theoretical findings in Giacomini and Granger
(2004): Increasing the number of estimated param-
eters in the VAR with equal lags leads to potential
overfitting and an increase in the MSPEs.

Forecasting District Employment with
MSA-Level Data

As Figure 5 shows, the results for disaggregat-
ing at the MSA level are broadly consistent with
those for the state data. The disaggregate models
perform better out of sample than the aggregate AR
model. The ST-AR model is more efficient than
the disaggregate AR at long horizons. At shorter
horizons, this information advantage is eroded and
sometimes negative. Moreover, the VAR performs
better in this case than the ST-AR model for most
horizons.

These results suggest several possible explana-
tions. In the previous case, District data were dis-
aggregated into seven states; here, the District is
disaggregated into 18 MSAs. Although the increase
in the number of disaggregate units may not seem
significant, it leads to a substantial increase in the
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The Economic Impact of a Smoking Ban 
in Columbia, Missouri: 

An Analysis of Sales Tax Data for the First Year
Michael R. Pakko

restaurants, and workplaces. Of these, 555 require
smoke-free restaurants and 426 require smoke-free
bars.2

As more U.S. communities have adopted such
laws, economic data have accumulated, allowing
economists to better identify some of the economic
costs of these restrictions. A large body of early
evidence on the economic impact of smoking bans,
much of which was published in medical and pub-
lic health journals, tended to find no statistically
significant effects.3 This finding sometimes has been
interpreted as demonstrating that there is no nega-
tive economic impact of smoke-free laws whatsoever.

I n January 2007, the city of Columbia,
Missouri, implemented a smoke-free ordi-
nance, banning smoking in all public places,
including bars and restaurants. This paper

analyzes data on sales tax collections at bars and
restaurants for the period before and after this
smoking ban was implemented. The sample period
covers the first year after the implementation of
the new law.1

The enactment of laws restricting smoking in
bars and restaurants has been a growing trend
among states and municipalities around the nation.
According to the Americans Nonsmokers’ Rights
Foundation, 748 municipalities have provisions
for 100 percent smoke-free environments in bars,

In January 2007, an ordinance took effect in Columbia, Missouri, banning smoking in all bars,
restaurants, and workplaces. This paper analyzes data for sales tax collections at eating and
drinking establishments from January 2001 through December 2007, including the first 12 months
of the smoking ban. The analysis accounts for trends, seasonality, general business conditions, and
weather. The findings suggest that the smoking ban has been associated with statistically signifi-
cant losses in sales tax revenues at Columbia’s bars and restaurants, with an average decline of
approximately 3½ to 4 percent. Businesses that serve only food show no statistically significant
effects of the smoking ban. Those that serve food and alcohol, or alcohol only, show significant
losses with estimates in the range of 6½ to 11 percent (with the larger losses associated with bars).
Some individual businesses within each category may have been unaffected, whereas others are
likely to have incurred much greater losses. (JEL I18, D78, H11)

Federal Reserve Bank of St. Louis Regional Economic Development, 2008, 4(1), pp. 30-40.
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1 This paper represents an extension of my previous study (Pakko,
2007).

2 These counts are as of July 1, 2008. See American Nonsmokers’
Rights Foundation (2008).

3 Scollo et al. (2003) provide a review of previous literature.
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This interpretation is far too simplistic. Recent
economic research has made it increasingly clear
that there are significant economic effects—for
some specific businesses—when 100 percent smok-
ing bans are implemented. The evidence suggests
that economic costs are borne by businesses that
tend to be frequented by smokers. Statistically sig-
nificant costs have been identified for casinos and
bars, in particular.4

One of the cities in the Eighth Federal Reserve
District that recently adopted a smoking ban is
Columbia, Missouri. Since January 9, 2007, all bars
and restaurants in Columbia have been required
to be smoke free. Only some sections of outdoor
patios are exempt from the requirement.

Some local businesses continued to oppose
Columbia’s smoke-free ordinance throughout its
first year in effect. Petitions to repeal the law by
ballot initiative were circulated, but the campaign
was ultimately unsuccessful.5 According to local
press reports, at least seven establishments cited
the smoking ban as a factor in their decision to
close their doors in 2007.6 The owner of one busi-

ness was quoted as reporting a 40 percent drop in
alcohol sales and a 20 to 30 percent drop in food
sales over the first several months of the smoking
ban.7 Although such reports are informative, they
are anecdotal. A more thorough, systematic analysis
of objective data is necessary to properly identify
economic costs.

SALES TAX REVENUES AT ALL
EATING AND DRINKING
ESTABLISHMENTS

Data from the city of Columbia show a distinct
decline in the growth rate of sales tax receipts at
bars and restaurants (Figure 1). The total for 2007
was only 0.6 percent above 2006. Revenues over
the previous four years had risen at an average rate
of 7.4 percent. In 2006—the year preceding the
implementation of the smoking ban—revenues
were 8.1 percent higher than the previous year.

The dramatic slowdown in sales tax revenues
from eating and drinking establishments after the

4 For a review of some recent economic research, see Pakko (2008a).

5 In November 2007, the petition drive fell short of gathering enough
valid signatures.
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Sales Tax Revenues at Columbia Eating and Drinking Places

6 See, for example, LeBlanc (2007) and Coleman (2007).

7 See Lynch (2007). The business—Otto’s Corner Bar and Grill—
closed in late 2007, citing the smoking ban as a factor in its demise.
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smoking ban was implemented is consistent with
the anecdotal reports of revenue losses at Columbia
bars and restaurants. However, a simple comparison
of growth rates before and after the smoking ban is
insufficient for drawing any firm conclusions.

This section reports findings from a more rigor-
ous analysis of the data covering all of Columbia’s
bars and restaurants. Using regression analysis to
account for trends, seasonality, general business
conditions, and weather, I find that the smoking ban
has been associated with statistically significant
losses in sales tax revenues. Point estimates indicate
an average loss of approximately 3½ to 4 percent.8

Sales Tax Data

The data series examined in this section con-
sists of monthly sales tax revenues for all bars and
restaurants in Columbia. Because no changes were
made in tax rates over the sample period (January
2001–December 2007), sales tax revenues serve as

a direct proxy for sales. Total sales tax receipts also
were obtained from the city of Columbia for use as
a control variable for overall economic activity.
The data are also disaggregated, allowing indepen -
dent analysis of bars and restaurants (see “Analysis
of Disaggregated Data” below).

Figure 2 shows a plot of the raw data for total
bar and restaurant tax receipts, along with a series
that has been seasonally adjusted using the Census
X-12 ARIMA procedure. A cursory examination of
the data shows an evident surge in growth during
the latter part of 2005 and into early 2006. Growth
slowed in late 2006 and turned negative for much
of 2007. By December 2007, revenues were down
6 percent from a year earlier.

The appropriate question is not, however,
whether sales taxes or revenues have been posi-
tive or negative since the Columbia Smoke-Free
Ordinance took effect, but whether the pattern is
different from what it would have been in its
absence. More formal statistical analysis is required
to address this question.

Regression Analysis

To test the hypothesis of a significant effect of
the Columbia smoking ban, I estimated a series of
least-squares regressions. The dependent variable

8 The range of estimates in this paper represents slightly smaller
losses than in my earlier, preliminary analysis of the data (Pakko,
2007). In the earlier paper, the total included establishments classi-
fied as “eating places only” and “eating and drinking places.” The
new dataset also includes “drinking places—alcoholic beverages only.”
Because the latter category is a very small component of the total
(about 4 to 5 percent over the sample period), its inclusion has little
impact on the empirical findings. The new estimates reflect the addi-
tional data that have accumulated during the second half of 2007.
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cient is not significant in many of the regressions).
Estimation uses ordinary least squares regression
with standard errors adjusted for general autoregres-
sion and heteroskedasticity using the Newey-West
(1987) procedure.

Baseline Specification. The results of a naive
baseline specification, including only a constant
and a time trend (plus the autoregressive error
term), are shown in the first two columns of Table 1.
Regression (1a) uses the non-seasonally adjusted
data for the dependent variable and includes a set
of monthly dummy variables to account for sea-
sonal patterns (coefficient estimates not reported).
Regression (1b) uses the seasonally adjusted data.
Each of these basic regressions suggests a highly
statistically significant decline in tax revenues
associated with the implementation of the smoking
ban. Point estimates for the coefficients on the
smoking ban dummy variable indicate an average
decline of approximately 5 percent.9

of the regressions is the log of restaurant sales tax
revenues. Each regression includes a constant and
a time trend, in addition to a dummy variable rep-
resenting the implementation of the smoking ban
(which has a value of 0 before 2007 and 1 for
January-December 2007). The full regression also
includes controls for overall economic activity
and for weather:

The variable Other Tax is the total amount of non-
food and beverage taxes collected by the city of
Columbia. To control for the influence of adverse
weather, the full specification also includes the
variable Snowfall, which is entered as the deviation
of actual monthly snowfall from historic averages.
The focus of the analysis is the coefficient on the
smoking-ban dummy variable (γ ). All regressions
include a first-order autoregressive error term 
ut = ρ ut–1 + εt (although the autoregressive coeffi-

ln DiningTax SmokingBan TimeTrendt t( ) = + +γ β β� 0 1 tt

t t tOtherTax Snowfall u+ ( ) + +β β2 3� .ln
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9 The coefficient estimates on the dummy variable can be interpreted
(approximately) as percentage changes.

Table 1
Regression Results for All Eating and Drinking Establishments

Regression

Variable (1a) (1b) (2a) (2b) (3a) (3b)

Smoking ban –0.0523*** –0.0518*** –0.0364*** –0.0376*** –0.0365*** –0.0403***
(0.0176) (0.0157) (0.0098) (0.0091) (0.0091) (0.0091)

Constant 11.6432*** 11.7693*** 5.5311*** 6.1317*** 6.6745*** 7.3420***
(0.0120) (0.0072) (1.5513) (1.6131) (1.3621) (1.3576)

Time trend 0.0056*** 0.0056*** 0.0038*** 0.0040*** 0.0042*** 0.0044***
(0.0002) (0.0002) (0.0005) (0.0005) (0.0004) (0.0004)

Non-dining tax revenues 0.4423*** 0.4051*** 0.3585*** 0.3178***
(0.1122) (0.1158) (0.0986) (0.0975)

Snowfall –0.0049*** –0.0033***
(0.0014) (0.0011)

AR(1) coefficient 0.2522* 0.2255* 0.1078 0.0674 0.0778 0.0915
(0.1313) (0.1340) (0.1135) (0.1092) (0.1252) (0.1281)

Seasonally adjusted data No Yes No Yes No Yes

Seasonal dummy variables Yes No Yes No Yes No

Adjusted R2 0.9642 0.9636 0.9728 0.9709 0.9766 0.9739

NOTE: *, **, and *** denote significance at 10, 5, and 1 percent, respectively. The dependent variable for all equations is the log of dining-
sector tax revenue. Regressions labeled (a) use data that are not seasonally adjusted, whereas those labeled (b) use data that are adjusted
using the Census X-12 ARIMA procedure.
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significant. The addition of this factor does, in fact,
account for some of the slowdown in dining tax
revenues: Point estimates for losses associated with
the smoking ban are smaller than in the baseline
specification. Nevertheless, the coefficients on the
smoking ban dummy variable are still highly signifi-
cant, with point estimates indicating a decline of
more than 3½ percent. These results indicate that
the slowdown in dining tax receipts is partly related
to a slowdown in overall economic activity, but
the decline in revenues at bars and restaurants is
greater than past patterns would predict.10

Controlling for Weather. Another factor that
can be particularly important for revenues at bars
and restaurants (for obvious reasons) is inclement
weather.11 Figure 4 shows the average monthly

Controlling for General Business Conditions.
Although these initial estimates control for general
trends and seasonality in the data, other factors
could be associated with the decline in restaurant
tax revenues. In fact, the data suggest an overall
decline in non-dining retail sales in Columbia that
is unlikely to be associated with the smoking ban.
Subtracting dining tax receipts from data for total
sales tax receipts yields a measure of non-dining
tax receipts. Figure 3 shows this measure of non-
dining sales taxes receipts on both a seasonally
adjusted and non-seasonally adjusted basis.

A clear slowdown in 2006 and 2007 roughly
corresponds with the timing of the slowdown in
tax receipts at restaurants and bars. Non-dining tax
receipts showed some recovery in early 2007 but
sagged through the rest of the year. Overall yearly
revenues were flat—the total for 2007 was 0.16
percent lower than in 2006. As of December, non-
dining sales tax revenues were down approximately
4.7 percent from a year earlier.

Regressions (2a) and (2b) add the (logged) non-
dining revenue variable to the baseline specification
to control for this slowdown in business activity.
Regression (2a) includes the non-seasonally adjusted
measure, whereas regression (2b) uses the season-
ally adjusted version. In both cases, the coefficient
on non-dining tax revenue is positive and highly

10 The 2008 budget report for the city of Columbia also indicates that
dining and entertainment sectors are lagging the rest of the local
economy: “General retail sales remain steady, however the current
trend indicates the home improvement/construction and dining and
entertainment sectors are declining” (City of Columbia, 2007).

11 Adams and Cotti (2007) find that changes in restaurant employment
after the implementation of smoking bans in warm-weather states
differ from those in cold-weather states. They speculate that the dif-
ference might be related to the feasibility of providing outdoor seat-
ing areas where smoking might be permitted. Pakko (2008b) finds
that a severe snowstorm on the East Coast had a significant effect on
gambling revenues in Delaware after the implementation of a smoking
ban in that state.
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A Specification Test. The association of the
smoking ban dummy variable with the Columbia
Smoke-Free Ordinance in the reported regressions
relies on the timing of its adoption. It is possible
for a dummy variable to indicate statistically sig-
nificant effects even if the restaurant sales slow-
down began either before or after the implemen-
tation of the smoking ban. To test whether the
dummy variable is accurately identifying the
effects of the smoking ban and not an independent,
unidentified factor, the regression specifications
in (3a) and (3b) were reestimated using alternative
dummy variables to evaluate the timing of the
downturn more carefully.14 Possible breakpoints
from July 2006 through June 2007 were considered.

Figure 5 shows the adjusted R-squared statistics
from these regressions. For both methods of sea-
sonal controls, the results show that the dummy
variable specifying a breakpoint of January 2007
provides the best model fit. These results suggest
that January 2007 does, indeed, represent the rele-

snowfall for Columbia compared with actual snow-
fall over the sample period.12 The low snowfall
totals during the winter of 2006-07 clearly repre-
sent a departure from average weather conditions.
These relatively mild winter conditions might help
explain the apparent surge in dining tax revenues
during that period. In contrast, the relatively heavy
snowfall near the end of 2007 might be associated
with slower business at bars and restaurants.

Regressions (3a) and (3b) add this consideration
to the analysis, introducing a variable that is equal
to the difference between actual and average snow-
fall (in inches). The coefficient on this snowfall
variable is of the expected sign, and it is statisti-
cally significant. The point estimate indicates that
one inch of snowfall in excess of the average tends
to lower sales tax revenues by 0.3 percent (in the
non-seasonally adjusted regression) to 0.5 percent
(in the seasonally adjusted specification). The addi-
tion of the snowfall variable improves the overall
fit of the model, but it has little impact on the sig-
nificance of the smoking ban dummy variable.
There remains a highly significant downturn begin-
ning in January 2007, measuring approximately
3½ to 4 percent.13
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12 Average snowfall is calculated for the period 1971-2000 (National
Oceanic and Atmospheric Administration).

13 Although these estimates are lower than in my preliminary analysis
(Pakko, 2007), the difference between the new estimates and the
previous estimate of 5 percent is not statistically significant.

14 Regressions (3a) and (3b) were reestimated using alternative dummy
variables that have a value of 1 for all months after and including a
particular starting month and a value of 0 for all previous months.
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ments, as well as many common sit-down restau-
rants. The restaurants in group 2 are more likely
to have separate bar areas than those in group 1.
Group 3, the smallest category, primarily includes
establishments that would be commonly classified
as “bars.”

Figure 6 shows the data series (seasonally
adjusted and non-seasonally adjusted) for each of
the three groups. Group 2 is the largest of the three,
accounting for approximately 61 percent of the
total over the sample period. Group 1 accounts for
just over one-third (34 percent), while group 3
accounts for only about 5 percent. Over time, the
share of total tax revenues for group 1 establish-
ments has been rising slightly (reaching 35 percent
in 2007), and the share from group 3 has been falling
(4 percent in 2007).

The Columbia Smoke-Free Ordinance is likely
to have affected these three categories of businesses
differently. Previous research has suggested that the
impact on bars differs from the impact on restau-
rants. For example, both Adams and Cotti (2007)
and Phelps (2006) use data from the Bureau of
Labor Statistics to identify significant effects on
bar employment but find no significant effect for
restaurants as a separate category.

One relevant distinction among businesses in
these categories is that they may have differed in

vant breakpoint in the data series on bar and
restaurant sales tax revenues.

Analysis of Disaggregated Data

In addition to sales tax data for the total bar
and restaurant sector of Columbia, I requested and
received data on sales tax revenues for three subsets
of the total, along with listings of the specific busi-
nesses that fall within each category. The designa-
tions correspond roughly to the following SIC codes:

• Group 1 (SIC code 5811): “Eating Places
Only”

• Group 2 (SIC code 5812): “Eating and
Drinking Places”

• Group 3 (SIC code 5813): “Drinking Places—
Alcoholic Beverages”

The categories are not precisely distinguished;
business owners select their own category when
filing their tax statements. Undoubtedly, some
classifications are questionable. Nevertheless, the
three categories are distinguished by the types of
businesses prevalent on each list.

Group 1 includes fast-food, take-out restaurants,
coffeehouses, and many common sit-down restau-
rants. Group 2 includes restaurants that might be
commonly categorized as “bar and grill” establish-
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categories. A clear pattern is evident, however, in
those covered in the survey: Among restaurants in
group 1, only 18 percent permitted indoor smoking
before the smoking ban was enacted. For businesses
in group 2, 56 percent allowed smoking, while for
group 3, 71 percent did.16

Regressions of the same general form as reported
in Table 1 were estimated for the three subsectors
independently. Using both the non-seasonally
adjusted and seasonally adjusted data, three equa-
tion systems were estimated using the technique
of seemingly unrelated regressions. This technique
allows for possible correlation among the residuals
of the three equations (a distinct possibility in
this case). In addition, it allows for testing cross-
equation restrictions.

their smoking policies before enactment of the
smoking ban. If few businesses within a category
were affected by the new law, it is unlikely that a
significant effect would be found in the data. If
many businesses had to change their policies, the
impact of the smoking ban might be more distinct.

To examine the importance of this factor, the list
of businesses in each category was cross-referenced
against a list of bar and restaurant smoking policies
compiled by the Boone Liberty Coalition (BLC)
before enactment of the smoking ban.15 Many of the
businesses on the sales tax list were not covered by
the BLC survey, including those that had gone out of
business before mid-2006 and those that have newly
opened since that time. In fact, more than half of
the listed establishments were in these unclassified

Table 2
Disaggregated Regression Results

Non-seasonally adjusted data Seasonally adjusted data

Variable Group 1 Group 2 Group 3 Group 1 Group 2 Group 3

Smoking ban 0.0107 –0.0642*** –0.1102*** 0.0008 –0.0671*** –0.1074***
(0.0161) (0.0120) (0.0312) (0.0180) (0.0124) (0.0287)

Constant 6.1855*** 6.2645*** 3.5898 6.9832*** 7.1419*** 4.7455
(1.5714) (1.2468) (3.3697) (1.5918) (1.2459) (3.2460)

Time trend 0.0042*** 0.0045*** 0.0010 0.0045*** 0.0048*** 0.0012
(0.0005) (0.0004) (0.0011) (0.0005) (0.0004) (0.0010)

Non-dining tax revenues 0.3137*** 0.3526*** 0.3751 0.2655** 0.2962*** 0.2980
(0.1138) (0.0903) (0.2440) (0.1144) (0.0896) (0.2333)

Snowfall –0.0046*** –0.0047*** –0.0038 –0.0022 –0.0041*** –0.0024
(0.0018) (0.0014) (0.0039) (0.0014) (0.0011) (0.0029)

AR(1) coefficient 0.3334*** 0.2807*** 0.2422** 0.4114*** 0.3197*** 0.2103**
(0.1028) (0.1060) (0.1046) (0.0984) (0.1055) (0.1052)

Seasonally adjusted data No No No Yes Yes Yes

Seasonal dummy variables Yes Yes Yes No No No

Adjusted R2 0.9572 0.9707 0.6863 0.9536 0.9700 0.4008

NOTE: *, **, and *** denote significance at 10, 5, and 1 percent, respectively. Regressions in each panel are estimated simultaneously
using the technique of Seemingly Unrelated Regressions. The dependent variable for each equation is the log of tax revenue for a subset
of the bar and restaurant sector. Group 1 includes food only, Group 2 includes food and beverage establishments, and Group 3 includes
those businesses that serve only beverages. Regressions in the “Non-seasonally adjusted data” columns use data that are not seasonally
adjusted, whereas those in the “Seasonally adjusted data” columns use data that are adjusted using the Census X-12 ARIMA procedure.

15 The BLC was active in opposition to the enactment of the Columbia
smoking ban. They circulated a report (Boone Liberty Coalition,
2006) indicating that nearly two-thirds of Columbia’s restaurants
had smoke-free policies before the ban was adopted.

16 Businesses that allowed smoking on patios before the ban are not
counted in the totals for smoking permitted, since the Columbia
Smoke-Free Ordinance included an exemption that allowed for
some smoking sections to remain in outdoor seating areas.



DISCUSSION AND CONCLUSION
The results reported in this paper indicate

statistically significant losses to bar and restaurant
sales tax revenues following the implementation
of the Columbia Smoke-Free Ordinance in January
2007. After accounting for trends, seasonality, an
overall downturn in retail sales, and an unusually
harsh winter, there remains a 3½ to 4 percent loss
in dining tax revenues associated with the smoking
ban. The effects of the smoking ban vary for different
types of businesses. Restaurants that serve prima-
rily food only show no significant effect, whereas
bars and restaurants with bars show significantly
greater losses. For the latter categories, losses are
estimated to be in the range of 6½ to 11 percent.

It is important to note that the point estimates
identify only average losses. Many businesses in
this category are likely to have been unaffected (e.g.,
take-out businesses, fast-food franchises, and other
restaurants that already had smoke-free policies).
Accordingly, some businesses are likely to have
incurred losses that are far greater than the average.
Anecdotal reports from specific business owners
suggesting losses in the range of 30 percent do not
seem unreasonable.

One interesting feature of the Columbia expe-
rience is the response of restaurant owners to the
patio exemption. According to the Columbia
Missourian, owners of at least two bars are building
or planning outdoor patio expansions. One owner
was quoted as saying, “You have to have a patio to
survive.”19 The expenses associated with these
renovations may help offset losses in sales revenue
of these establishments, but they also represent

Not surprisingly, estimated effects of the smok-
ing ban differed among these three groups. The
results of regression equations for the three groups
are reported in Table 2. Both non-seasonally
adjusted and seasonally adjusted data are shown.
The results are similar for each technique. For the
restaurants in group 1, there is no statistically sig-
nificant effect associated with the smoking ban.
For businesses in group 2, the impact is negative
and highly statistically significant. The point esti-
mates suggest losses of about 6½ percent. For the
bars in group 3, the small sample size means that
there is more noise in the data, so the fit of the
regression equation is much less precise.17 Never -
theless, the coefficient on the smoking ban dummy
variable is highly significant, with the estimates
suggesting losses of nearly 11 percent.

Wald test statistics (reported in Table 3) were
calculated for testing the significance of the cross-
equation differences in the smoking ban coefficients.
The coefficients on the smoking ban dummy vari-
able in the equations for groups 2 and 3 were each
significantly different from the coefficient estimated
for group 1. However, because of the relatively
large standard errors for the group 3 estimates, the
hypothesis that the effect on group 2 and group 3
businesses was the same could not be rejected at
standard levels of statistical significance.18
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Table 3
Wald Tests for Equality of Smoking Ban Coefficients Across Equations

Non-seasonally adjusted data Seasonally adjusted data

Test Chi-square (1) statistic Probability Chi-square (1) statistic Probability

Group 1 = Group 2 18.8373 0.0000 13.7525 0.0002

Group 1 = Group 3 12.4516 0.0004 10.9588 0.0009

Group 2 = Group 3 2.5268 0.1119 2.3193 0.1278

17 Although neither the time trend nor the other tax revenues variable
is individually significant in these regressions, the two variables
are jointly significant (p-value < 0.001), and together account for
much of the explanatory power of the equation.

18 In a regression equation estimated using the (logged) sum of group 2
and group 3 businesses as the independent variable (full results not
reported), the coefficient on the smoking ban dummy variable was
found to be –0.065 for the non-seasonally adjusted data and –0.068
for a regression using seasonally adjusted data. 19 Solberg (2007), Greaney (2007).
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2007; publicbroadcasting.net/kbia/news.newsmain?
action=article&ARTICLE_ID=1178464&sectionID=1.

National Oceanic and Atmospheric Administration.
“Climatological Data for St. Louis and Columbia.”
www.crh.noaa.gov/lsx/?n=cli_archive.

Newey, Whitney K. and West, Kenneth D. “A Simple,
Positive Semi-Definite, Heteroskedasticity and
Autocorrelation Consistent Covariance Matrix.”
Econometrica, May 1987, 55(3), pp. 703-8.

Pakko, Michael R. “The Economic Impact of a Smoking
Ban in Columbia, Missouri: A Preliminary Analysis
of Sales Tax Data.” Federal Reserve Bank of St. Louis
Center for Regional Economics CRE8 Occasional
Report No. 2007-02, December 11, 2007;
research.stlouisfed.org/regecon/op/CRE8OP-2007-
002.pdf.

Pakko, Michael R. “Clearing the Haze: New Evidence
on the Economic Impact of Smoking Bans.” Federal
Reserve Bank of St. Louis Regional Economist,
January 2008a, pp. 10-11; stlouisfed.org/publications/
re/2008/a/pages/smoking-ban.html.

Pakko, Michael. R. “No Smoking at the Slot Machines:
The Effect of Smoke-Free Laws on Gaming Revenues.”
Applied Economics, July 2008b, 40(14), pp. 1769-74.

Phelps, Ryan. “The Economic Impact of 100% Smoking
Bans” in Kentucky Annual Economic Report 2006.
Lexington, KY: Center for Business and Economic
Research, Gatton College of Business and Economics,
University of Kentucky, 2006, pp. 31-34;
gatton.uky.edu/CBER/Downloads/Phelps-06.pdf.

Scollo, Michelle; Lal, Anita; Hyland, Andrew and
Glantz, Stanton. “Review of the Quality of Studies
on the Economic Effects of Smoke-free Policies on
the Hospitality Industry.” Tobacco Control, March
2003, 12(1), pp. 13-20; www.tobaccoscam.ucsf.edu/
pdf/scollotc.pdf.

Solberg, Christy. “Effects of Smoking Ban Still
Debated.” Columbia Missourian, September 27,
2007; www.columbiamissourian.com/stories/2007/
09/27/effects-smoking-ban-still-debated/.

profit losses above and beyond the measured
declines in revenues.

Measuring the economic effects of smoking
bans can sometimes be difficult. For the case of
Columbia, Missouri, this analysis of data on sales
tax revenues indicates that losses are of a magni-
tude that is clearly identifiable and statistically
significant.
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Urban Decentralization and Income Inequality: 
Is Sprawl Associated with Rising 

Income Segregation Across Neighborhoods?
Christopher H. Wheeler

Undoubtedly, urban decentralization largely
reflects the decisions of individuals and employers
to expand their activities over more space. Improved
transportation technology and infrastructure, for
example, have eased longer commuting distances.
These changes have encouraged workers and firms
to locate on the outer fringes of their metropolitan
areas where land tends to be more plentiful and
less costly.

Despite the “voluntary” nature of this process,
urban decentralization has generated several con-
cerns about the welfare of metropolitan area pop-
ulations. One such concern is a rising disparity
between neighborhoods, especially the decline of
incomes in central cities relative to those of their
suburban counterparts. As metropolitan areas
expand, the majority of both employment oppor-
tunities and relatively high-income households
may shift from the central core to the periphery,

F or much of the past century, the popula-
tion within U.S. metropolitan areas has
shown a persistent tendency to move out-
ward as residents leave central cities for

suburban locales. This movement has been striking
within the past 50 years. In 1950, 41.5 percent of
metropolitan populations resided in suburban
areas (i.e., those outside central cities); a half cen-
tury later, more than 62 percent did. As a conse-
quence, the density of population within the
nation’s urban areas has changed dramatically.
Between 1950 and 2000, the average central-city
population density decreased from 7,517 residents
per square mile to 2,716. At the same time, sub-
urban densities increased from 175 residents per
square mile to 208.1

Existing research shows an inverse relationship between urban density and the degree of income
inequality within metropolitan areas; this information suggests that as urban areas spread out, they
become increasingly segregated by income. This paper examines this hypothesis using data cover-
ing more than 165,000 block groups within 359 U.S. metropolitan areas for the years 1980, 1990,
and 2000. The findings indicate that income inequality—defined by the variance of the log house-
hold income distribution—does indeed rise significantly as urban density declines. This increase,
however, is associated with rising inequality within block groups as cities spread farther from their
central core. The extent of income variation between different block groups, by contrast, shows
virtually no association with population density. Accordingly, little evidence supports the notion
that urban sprawl is systematically associated with greater residential segregation of households
by income. (JEL D31, R11, R23)

Federal Reserve Bank of St. Louis Regional Economic Development, 2008 4(1), pp. 41-57.
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1 All of these figures are derived from the U.S. Census of Population
and Housing, as reported by Hobbs and Stoops (2002).
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thereby creating a widening income gap between
these two areas. Over time, these differences may
become more pronounced as the poor become
increasingly isolated from productive interactions
with wealthier neighbors.2

Existing evidence seems to support this idea.
Margo (1992), for example, argues that the move-
ment of metropolitan populations in the United
States toward suburban locales over the latter half
of the twentieth century can be linked, to a signif-
icant degree, to the rise in personal incomes. As
individual incomes increased, so did the demand
for land. One rather straightforward implication
of this hypothesis is that decentralization should
be accompanied by a rise in the extent of income
segregation. Individuals migrating to the suburbs
(i.e., those with a particularly high demand for
space) should also be those with relatively high
incomes. As a result, urban decentralization would
be expected to lead to the accumulation of high-
income households on the outskirts of cities, while
poorer residents remain within the central cores.

A number of studies do suggest that poverty
became more concentrated within the country’s
urban areas over this same period. Mayer (1996)
reports that in 1964, families in the bottom quintile
of the income distribution were 1.2 times as likely
to reside in a central city as wealthier families. By
1994, they were 1.4 times as likely to reside in cen-
tral cities. In studies of the largest U.S. cities and
metropolitan areas, Kasarda (1993) and Abramson,
Tobin, and VanderGoot (1995) find that individuals
living in poverty became increasingly concentrated
within poor neighborhoods (defined by Census
tracts) between 1970 and 1990. Although these two
particular studies do not consider the issue of urban
decentralization per se, the figures documented
therein certainly characterize a period during which
metropolitan populations were shifting from central
areas toward suburban ones.

Research on the spatial mismatch hypothesis
offers a similar conclusion. This idea, advanced by
Kain (1968), holds that inner-city residents tend
to experience adverse economic outcomes as pop-

ulation and employment opportunities leave those
inner cities because it becomes increasingly diffi-
cult for them to find and sustain employment.
Therefore, the gap between the incomes earned by
residents of suburban neighborhoods and those
earned by residents of the central city should be
expected to rise as populations spread out. Many
studies on this topic have found that inner-city
minorities do seem to experience worse labor mar-
ket outcomes, usually measured by employment
status and earnings, as economic activity leaves
urban centers, although the literature is far from
unanimous on this point.3

On the specific topic of income inequality,
Wheeler (2004) finds that urban density exhibits
a strong negative correlation with the degree of
spread more in the distribution of labor earnings.
Thus, as a metropolitan area’s population spreads
out, its wage distribution tends to widen. Although
the results apply to white male workers with a
strong attachment to the labor force (and so do not
offer direct evidence on spatial mismatch, which
tends to focus on differences by race), they certainly
are consistent with the concept that urban decentral-
ization leads to greater segregation of high-income
and low-income workers across neighborhoods.

Despite the findings of existing work, surpris-
ingly little research has directly studied the evolu-
tion of interneighborhood income differentials as
populations become increasingly dispersed, par-
ticularly among neighborhoods defined at levels
finer than central cities and suburbs. A notable
exception is Yang and Jargowsky (2006), who look
at the relationship between sprawl and a neighbor-
hood segregation index based on urban tracts in the
United States between 1990 and 2000. This paper
performs a related, although different, exercise. In
particular, I examine the relationship between urban
density and the degree of income inequality both
within and between neighborhoods defined by
Census block groups. More specifically, I use data
on household income to compute the variance of
the income distribution for each of 359 U.S. metro-
politan areas for the years 1980, 1990, and 2000. I
then exploit data covering more than 165,000 block

2 The movement of high-income individuals away from the poor, for
example, may leave the poor with relatively few jobs (e.g., Kain, 1968)
or reduce the extent to which the rich confer positive spillovers on
the poor (e.g., Wilson, 1987, and Benabou, 1996).

Wheeler

3 See, for example, Ihlanfeldt and Sjoquist (1989), Holzer (1991), and
Weinberg (2000, 2004) for a discussion of these issues.



groups to decompose these variances into compo-
nents associated with the dispersion of incomes
within block groups and components associated
with the dispersion across them.

The results suggest that even though a strong
negative association exists in the variance of a
metropolitan area’s household income distribution
and its overall population density, the association
operates through a within-neighborhood channel
rather than a between-neighborhood channel. That
is, as the population of a metropolitan area spreads
out, household income inequality increases largely
because the extent of income variation among
households within the same block group rises,
not because neighborhoods become more segre-
gated by income.

On closer inspection, the data do reveal some
evidence that decentralization tends to be accom-
panied by rising between-neighborhood income
gaps, but this occurs only at the top of the block-
group income distribution. Specifically, the income
differential between the block group at the 90th
percentile of the household income distribution
and the block group at the median does increase
significantly as metropolitan areas decentralize.
However, the gap between the median and the
block group at the 10th percentile tends to decrease,
which leaves measures of the overall spread in the
between-neighborhood income distribution rela-
tively unchanged. Moreover, there appears to be
little association between density and either the
average income of the block group at the 90th per-
centile or that of the block group at the 10th per-
centile. Similar results hold when the analysis is
repeated using Census tracts instead of block groups.

Notably, these results should not be interpreted
as suggesting that certain neighborhoods do not
experience particularly adverse economic outcomes
as populations decentralize. Some inner-city areas
indeed may become increasingly poor as activity
moves outward. However, the extent to which this
process occurs evidently has little effect on the
overall level of between-neighborhood income
inequality in a metropolitan area.

The remainder of the paper proceeds as follows.
The next section provides a brief description of the
data and some of the computational issues. The
results section is followed by concluding remarks.

DATA AND MEASUREMENT
The primary data source used for the analysis

is the decennial U.S. Census of Population and
Housing for the years 1980, 1990, and 2000 as com-
piled by GeoLytics.4 The GeoLytics data files report
a variety of demographic and economic character-
istics (e.g., income, industry of employment, age,
race, gender, education, place of birth, employment-
unemployment status) for individuals at a variety
of geographic levels, including counties, tracts,
and block groups. Unfortunately, individual-level
observations are not reported in the data; only
summary measures taken across the individuals
located within each geographic unit are reflected.
This feature thereby limits the types of statistics
that can be calculated. The primary advantage of
these data is the consistency of the geographic
units—the data have been constructed based on
consistent geographic definitions over all three
Census years.

This study focuses on average household
income and a variety of other economic and demo-
graphic data among residents in block groups,
which are used as the basis for a “neighborhood.”
Although neighborhoods could also be (and fre-
quently are) defined by Census tracts, the focus is
on block groups in this paper because they repre-
sent the finest grouping available in the data. Across
the 359 metro areas in the sample, there are more
than 165,000 block groups that each contained, on
average, 526.5 households and had a median land
area of approximately 0.33 square miles in the year
2000.5 Tracts tend to be larger (1,648.8 households,
on average, and a median land area of 1.31 square
miles in 2000), and therefore, they may be less
appropriate when considering neighborhoods,
which are meant to encompass areas over which
individuals can reasonably be expected to interact
with one another. As demonstrated below, the
principal findings are mostly invariant to the
choice of block groups or tracts.

4 The data can be obtained from GeoLytics, Inc. at http://www.geolyt-
ics.com.

5 Metropolitan area definitions follow the Census Bureau’s definitions
as of November 2004. They were accessed at www.census.gov/pop-
ulation/www/estimates/metrodef.html.

Wheeler
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all metro area-year observations was 0.95. With the
SD, σ, the variance follows simply as σ 2.

Summary statistics describing metropolitan
area–level income variances appear in Table 1.
Most notably, they demonstrate that, on average,
the degree of dispersion exhibited by metropolitan
area–level (log) income distributions increased
between 1980 and 2000, with the majority of this
increase between 1980 and 1990. Over these two
decades, the mean income variance rose by a total
of 10 log points (approximately 18 percent). Of this
10 log point increase, the majority—9 log points—
was experienced during the 1980s. Qualitatively,
of course, this finding is consistent with what has
now been widely established in the inequality liter-
ature (e.g., Katz and Murphy, 1992, Juhn, Murphy,
and Pierce, 1993).

EMPIRICAL FINDINGS
Urban Decentralization and Income
Inequality

Consider first the relationship between metro-
politan area–level population density and the extent
of income inequality. To do so, let the variance of
the (log) income distribution for metropolitan area
m in year t have the following characterization:

(2)           σ µ µ β γ εmt m t mt mt mtX D2 = + + + + ,

I estimate the variance of a metropolitan area’s
income distribution as follows. For each year, the
number of households with incomes falling into
each of N closed intervals is reported in the
GeoLytics files.6 I use these figures to compute the
fraction of households with incomes less than N
distinct levels, which allows N quantiles of the
household income distribution to be estimated for
each metro area. For example, if 14 percent of all
households have income less than $25,000, I esti-
mate the 0.14 quantile by 25,000. Label these quan-
tiles Xα . I then match these N quantiles to their
corresponding values from a normal (0,1) distri-
bution. Label these quantiles Uα . Assuming a log-
normal household income distribution, Xα and Uα
are related as follows:

(1)                       

where ζ and σ are the mean and standard deviation
(SD) parameters characterizing the lognormal dis-
tribution (see Johnson and Kotz, 1970, p. 117).
These parameters are readily obtained by transform-
ing equation (1) logarithmically and estimating by
ordinary least squares (OLS). The fit of these regres-
sions tended to be quite high in all cases. Across the
359 metro areas, the mean adjusted R2 was approxi-
mately 0.98 for each year, and the minimum across

X Uα αζ σ= +( )exp ,

6 For 1980, there are 15 income categories; for 1990, there are 24; for
2000, there are 15. See the Appendix for details.

Table 1
Summary Statistics: Block Group Income Inequality

Year Variable Mean Standard deviation Minimum Maximum

1980 Variance 0.55 0.06 0.43 0.75

Within component 0.47 0.05 0.37 0.64

Between component 0.07 0.04 0.003 0.24

1990 Variance 0.64 0.07 0.48 0.94

Within component 0.50 0.05 0.39 0.65

Between component 0.14 0.05 0.04 0.31

2000 Variance 0.65 0.08 0.48 1.05

Within component 0.52 0.05 0.41 0.70

Between component 0.13 0.05 0.02 0.38

NOTE: Statistics taken across 359 metropolitan areas.
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that is represented by a union; and the unemploy-
ment rate. I also include three region dummies to
account for any basic geographic differences in
the inequality trends across different parts of the
country.9

Results of these characteristics appear in Table 3.
I consider three different specifications of the
covariates in the estimation of equation (3) to gauge
the robustness of the density-inequality relation-
ship. The first limits the regressors to log density,
the three region dummies, and a time effect for the
1980-90 decade. The second then adds the popu-
lation demographics of each metro area (age, race,
gender, education, foreign-born status). The third
includes the remainder of the covariates that pro-
vide a basic description of the metro area’s labor
market (industry employment shares, unionization,
unemployment).10

Several fairly standard findings are evident.
Larger proportions of women and individuals
younger than age 24 in the local population are
strongly, positively associated with inequality,
which likely reflects the relatively low average
income among these individuals. Some evidence
(although not always statistically significant) indi-
cates that inequality increases with the percentages
of foreign-born residents and individuals older
than age 65 in the local population. Furthermore,
inequality in a metro area tends to rise significantly
as the unemployment rate increases, suggesting
that households at the bottom end of the income
distribution are more sensitive economically to
the business cycle than wealthier households.
Inequality is also significantly, negatively associ-
ated with the extent of union coverage in the local
labor force, which is a relatively common finding.
Although union workers typically receive an earn-
ings premium over nonunion labor, union contracts
tend to equalize earnings across workers (e.g., Fortin

where µm is a metro area–specific fixed effect, µt is
a year-specific term, Xmt is a vector of covariates
described in greater detail below, Dmt is the loga-
rithm of population density, and εmt is a residual.
To eliminate the metro area fixed effects, I take 10-
year differences of equation (2), yielding

(3) 

which serves as the primary estimating equation
in the analysis. Given the nature of the differenced
error term, there is nonzero correlation between
the residuals for the same metro area. The standard
errors are adjusted to account for this correlation.

Density is calculated for each metropolitan
area as the weighted average of county-level pop-
ulation densities, where the weights are given by
each county’s share of total metropolitan area popu-
lation. This measure is used instead of average
metropolitan area density (calculated as the ratio
of total metropolitan area population to total land
area) to mitigate the influence of extremely large
but relatively unpopulated counties, which appear
in many metropolitan areas of the West. County-
weighted population density gives these counties
less weight in the computations and, therefore, may
provide a better sense of how densely clustered a
city’s population is.7 Table 2 lists the 10 most and
least densely populated metropolitan areas in
each year.

Among the covariates included in the vector
Xmt are some basic characteristics commonly asso-
ciated with the degree of income inequality in an
economy. These characteristics include the per-
centages of the resident population that are black,
female, foreign-born, younger than age 25, and
older than age 65; the fraction of the population
25 years of age or older that has completed at least
a bachelor’s degree; shares of employment in 9
broad industries8; the fraction of the labor force

∆ ∆ ∆ ∆ ∆σ µ β γ εmt t mt mt mtX D2 = + + + ,

7 I also repeated all of the estimations using weighted averages of
block group–level population densities for each metro area. The
results were qualitatively similar to those reported here.

8 The sectors are manufacturing; agriculture, forestry, fisheries, and
mining; construction; wholesale trade; retail trade; finance, insurance,
real estate; public administration; education services; health services.
I do not use a more detailed industrial classification scheme, in part,
to avoid difficulties associated with the change from the Standard
Industrial Classification system in 1980 and 1990 to the North
American Industry Classification System in 2000.

9 Because metropolitan area boundaries frequently cross state borders
and region definitions are based on states, parts of some metro areas
are in different regions. I assign these multiregion metropolitan areas
to the regions in which the majority of their populations lie.

10 The unionization rate for each metropolitan area is based on state-
level union coverage rates reported by Hirsch, Macpherson, and
Vroman (2001) (available at www.unionstats.com). Metropolitan
area–level union rates are calculated as weighted averages of their
constituent state-level rates, where the weights are given by the
fraction of each metro area’s labor force located in each state.
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Table 2
Most and Least Densely Populated Metro Areas

Year Top 10 Density Bottom 10 Density

1980 New York-Northern New Jersey-Long Island, NY-NJ-PA 14,740.0 Flagstaff, AZ 4.03

Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 4,927.0 Prescott, AZ 8.4

Washington-Arlington-Alexandria, DC-VA-MD-WV 4,374.1 St. George, UT 10.7

Baltimore-Towson, MD 4,017.3 Casper, WY 13.5

San Francisco-Oakland-Fremont, CA 3,996.1 Wenatchee, WA 14.3

Chicago-Naperville-Joliet, IL-IN-WI 3,959.4 Farmington, NM 14.8

Boston-Cambridge-Quincy, MA-NH 2,930.6 Yuma, AZ 16.4

Milwaukee-Waukesha-West Allis, WI 2,885.7 Bend, OR 20.6

Detroit-Warren-Livonia, MI 2,556.5 Rapid City, SD 20.9

Cleveland-Elyria-Mentor, OH 2,435.9 El Centro, CA 22.1

1990 New York-Northern New Jersey-Long Island, NY-NJ-PA 15,161.5 Flagstaff, AZ 5.2

Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 4,385.6 Casper, WY 11.5

San Francisco-Oakland-Fremont, CA 4,171.9 Prescott, AZ 13.3

Washington-Arlington-Alexandria, DC-VA-MD-WV 3,886.3 Farmington, NM 16.6

Chicago-Naperville-Joliet, IL-IN-WI 3,783.4 Wenatchee, WA 16.7

Baltimore-Towson, MD 3,440.1 Yuma, AZ 19.4

Boston-Cambridge-Quincy, MA-NH 2,942.5 St. George, UT 20.0

Milwaukee-Waukesha-West Allis, WI 2,806.9 Rapid City, SD 24.4

Los Angeles-Long Beach-Santa Ana, CA 2,369.0 Bend, OR 24.8

Detroit-Warren-Livonia, MI 2,292.3 El Centro, CA 26.2

2000 New York-Northern New Jersey-Long Island, NY-NJ-PA 16,125.0 Flagstaff, AZ 6.2

San Francisco-Oakland-Fremont, CA 4,419.8 Casper, WY 12.5

Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 4,027.1 Prescott, AZ 20.6

Chicago-Naperville-Joliet, IL-IN-WI 3,880.0 Farmington, NM 20.6

Washington-Arlington-Alexandria, DC-VA-MD-WV 3,573.1 Wenatchee, WA 21.2

Boston-Cambridge-Quincy, MA-NH 3,036.4 Rapid City, SD 26.5

Baltimore-Towson, MD 2,813.0 Yuma, AZ 29.0

Milwaukee-Waukesha-West Allis, WI 2,634.7 Great Falls, MT 29.8

Los Angeles-Long Beach-Santa Ana, CA 2,634.6 Cheyenne, WY 30.4

Detroit-Warren-Livonia, MI 2,231.9 Duluth, MN-WI 32.9

NOTE: Population densities are calculated as (population-share) weighted averages of county-level densities (in residents per square mile).
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The following text takes a closer look at this result
to determine the extent to which it reflects an
increase in the degree of income segregation
across neighborhoods.

Decomposing Income Inequality

Consider the following standard decomposition
of a metropolitan area’s income inequality. The
variance of household income in a metropolitan
area, σ 2, can be estimated as

(4)                  

where yh,n is the income of household h of neigh-
borhood n, y– is the mean household income for the
entire metropolitan area, Hn is the total number of
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and Lemieux, 1997). Shares of local employment
in manufacturing and construction—two sectors
frequently associated with relatively high earnings
for relatively low-skilled labor—correlate negatively
with income inequality.

The primary regressor of interest, the logarithm
of population density, is uniformly negative and
statistically significant across all three specifica-
tions. Based on the point estimates, a 1 SD decrease
in the change in population density corresponds to
a 1 log point increase in the change in log income
variance. This figure is far from negligible, repre-
senting approximately 20 percent of the mean
change in log income variance over the two decades
considered in this study. Again, this basic finding
has already been established, at least in a qualitative
sense, in some of the works previously described.

Table 3
Overall Inequality Results

Variable I (SE) II (SE) III (SE)

Log density –0.07*(0.009) –0.086* (0.01) –0.07* (0.01)

Percent bachelor’s degree — 0.54* (0.08) 0.52* (0.09)

Percent female — 0.73* (0.28) 0.44* (0.25)

Percent black — 0.05 (0.11) 0.03 (0.10)

Percent <24 years — 0.35* (0.14) 0.23* (0.13)

Percent >65 years — 0.31* (0.16) 0.23 (0.15)

Percent foreign-born — 0.28* (0.13) 0.20 (0.13)

Percent manufacturing — — –0.35* (0.07)

Percent agriculture, forestry, fishing, and mining — — –0.04 (0.11)

Percent construction — — –0.28* (0.12)

Percent wholesale trade — — –0.10 (0.15)

Percent retail trade — — 0.11 (0.11)

Percent finance, insurance, and real estate — — –0.46* (0.15)

Percent public administration — — –0.34* (0.14)

Percent education services — — –0.28* (0.13)

Percent health services — — 0.11 (0.13)

Unemployment rate — — 0.46* (0.08)

Percent union representation — — –0.12* (0.05)

R2 0.64 0.69 0.74

NOTE: Data represent 718 observations. The dependent variable is the change in the variance of the log income distribution for a metro-
politan area. Each regressor is expressed in terms of contemporaneous 10-year changes. All specifications also include three region dummies
and a time effect for the 1980-90 decade. Standard errors (reported in parentheses) are adjusted for both heteroskedasticity and within–
metro area correlation of the regression error terms. *Significant at ≥10 percent.
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borhoods rose from 12.7 percent to 21.9 percent.
Hence, although income variation remained pre-
dominantly a within-neighborhood phenomenon
in 2000, the between-neighborhood component
became increasingly important between 1980 and
2000.

Decentralization and Inequality: 
Within versus Between Neighborhoods

An estimated series of regressions following
the above procedure was used to determine whether
urban decentralization is associated with growing
inequality through a within- or a between-
neighborhood channel (or possibly both). I estimate
three specifications of equation (3) in which the
dependent variables are the changes in within- and
between-neighborhood income variation rather
than the change in the total variance of log income.

The estimates are shown in Table 4. Interest -
ingly, they demonstrate some striking differences
in the estimated associations across the two sets of
results. In looking just at the longest specification,
III, the change in a metro area’s degree of income
variation within its block groups is positively and
significantly tied to changes in the fraction of the
population with a bachelor’s degree, the fraction
that is black, and the fraction that is foreign-born.
On the other hand, increases in the percentages of
total employment in manufacturing and finance,
insurance, and real estate correlate negatively with
income inequality within neighborhoods.

Between-neighborhood inequality shows a
similar positive and significant association with
the fraction of college graduates in the local popu-
lation and with a number of quantities that did not
relate significantly to within-block group inequal-
ity: the percentages of the population accounted for
by women, individuals younger than age 24, and
the unemployment rate. Increases in these three
variables tend to be associated with increases in
the extent of income variation between different
block groups. In addition, between-neighborhood
inequality is significantly, negatively tied to the
fraction of the local population that is black, the
shares of total employment accounted for by con-
struction and education services, and the extent
of union representation in the local labor force.

households in neighborhood n, N is the total num-
ber of neighborhoods, and H is the total number
of households, ΣnHn.11 This expression can be
rewritten as the sum of two terms:

(5)  

where y–n represents the mean household income
in neighborhood n. The first of the terms on the
right-hand side of equation (5) is the “within”
neighborhood component, which measures the
degree of income dispersion among households
within the same neighborhood. The second term,
the “between” component, captures the amount of
income variation across different neighborhoods.

The within component cannot be computed
directly because data from individual households
are unavailable. However, the between component
can be computed. Using the estimates of the vari-
ance, σ 2, derived above, the within-neighborhood
component is constructed as the difference
between these two pieces.

Table 1 lists some summary statistics describing
the within-block and between-block group compo-
nents. Two features are immediately apparent. First,
in each of the three years considered (1980, 1990,
2000), the extent of income variation within neigh-
borhoods is considerably larger than the extent of
variation between them. In the year 2000, for
instance, the within-neighborhood component
accounted for 80 percent of total metropolitan
area income variation, on average. This finding is
roughly similar to Epple and Sieg’s (1999) report
for municipalities in Boston and is consistent with
the results of Ioannides (2004) and Hardman and
Ioannides (2004), who document a substantial
degree of income heterogeneity within small resi-
dential clusters in the United States. Second, the
10 years between 1980 and 1990 saw a sharp rise
in the proportion of total income variation attrib-
utable to between-neighborhood differences. Over
this decade, the average fraction of total income
variation associated with differences across neigh-
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11 The average numbers of households per metropolitan area are rela-
tively large: 180,164.6 for 1980, 208,780.9 for 1990, and 240,407.2
for 2000. Across all three years, the minimum number of households
is 8,681. Hence, the difference between using a factor of 1/H in equa-
tion (4) instead of 1/�H–1� is extremely small.
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Table 4
Within- and Between-Neighborhood Inequality Results

Within-neighborhood Between-neighborhood

Variable I II III I II III

Log density –0.069* –0.075* –0.064* –0.001 –0.01 –0.006
(0.009) (0.01) (0.01) (0.008) (0.009) (0.008)

Percent bachelor’s degree — 0.38* 0.35* — 0.16* 0.17*
(0.08) (0.09) (0.07) (0.08)

Percent female — –0.006 –0.004 — 0.73* 0.44*
(0.21) (0.23) (0.20) (0.17)

Percent black — 0.24* 0.24* — –0.19* –0.21*
(0.11) (0.11) (0.10) (0.10)

Percent <24 years — 0.10 0.06 — 0.25* 0.17*
(0.12) (0.12) (0.11) (0.11)

Percent >65 years — 0.37* 0.22 — –0.06 0.01
(0.15) (0.14) (0.16) (0.15)

Percent foreign-born — 0.21* 0.18* — 0.07 0.024
(0.10) (0.09) (0.06) (0.06)

Percent manufacturing — — –0.27* — — –0.08
(0.07) (0.05)

Percent agriculture, forestry, fishing, and mining — — –0.13 — — 0.09
(0.12) (0.11)

Percent construction — — 0.035 — — –0.32*
(0.12) (0.10)

Percent wholesale trade — — 0.10 — — –0.19
(0.17) (0.15)

Percent retail trade — — 0.03 — — 0.08
(0.10) (0.09)

Percent fire, insurance, and real estate — — –0.26* — — –0.20
(0.14) (0.13)

Percent public administration — — –0.18 — — –0.16
(0.13) (0.10)

Percent education services — — 0.12 — — –0.39*
(0.15) (0.14)

Percent health services — — 0.02 — — 0.09
(0.13) (0.11)

Unemployment rate — — 0.02 — — 0.44*
(0.09) (0.09)

Percent union representation — — 0.01 — — –0.13*
(0.05) (0.05)

R2 0.17 0.23 0.28 0.66 0.68 0.72

NOTE: Data represent 718 observations. Dependent variables are the changes in within- and between-neighborhood income variation for
a metropolitan area. Each regressor is expressed in terms of contemporaneous 10-year changes. All specifications also include three region
dummies and a time effect for the 1980-90 decade. Standard errors (reported in parentheses) are adjusted for both heteroskedasticity
and within–metro area correlation of the regression error terms.*Significant at ≥10 percent.
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move farther from low-income households as the
gap between the two groups increases.12

I use an instrumental variables (IVs) estimation
to address this matter. I consider two different sets
of instruments for the change in density: (i) the
lagged level of density within a metropolitan area,
and (ii) lagged shares of employment in each of
the nine industry shares previously considered.
The rationale for each is straightforward. Initial den-
sity should capture a city’s capacity for increased
levels of density over time. With all else equal,
initially dense cities should be less likely to see
further increases in their densities because they
face greater space constraints.13 Because different
types of employers have different propensities to
decentralize their operations (e.g., Glaeser and
Kahn, 2004), initial industry shares should also
predict future changes in population density.
Weinberg (2004), for example, has exploited this
feature of industry location patterns to instrument
for job centralization in a study of spatial mismatch.
Of course, because initial density or sectoral
employment shares may be correlated with unob-
served factors influencing subsequent changes in
inequality (e.g., density or the manufacturing share
in 1990 may be endogenous with respect to the
change in inequality between 1990 and 2000), I use
density and each industry share in 1980 to instru-
ment for the change in density between 1990 and
2000.14

Table 5 shows the results using all three
inequality measures and all three specifications.
For the sake of conciseness, I have reported only
the coefficients on the change in density. The
results generally are very similar to the estimates
in Tables 3 and 4. Density and inequality are nega-
tively related, and the association operates prima-
rily through a within-neighborhood channel rather
than a between-neighborhood channel.

Why are there such differences in the associa-
tions of these variables with the two measures of
inequality? One possible explanation relates to how
residential patterns change with each quantity.
Increases in the fraction of black residents in a
metro area’s total population, for instance, may
be associated with increasing racial heterogeneity
within block groups (hence, higher within-
neighborhood income variation), and as a conse-
quence, declining heterogeneity between them
(thus, lower between-neighborhood variation).
Similarly, fluctuations in unemployment and union
membership may influence workers in particular
neighborhoods much more than a city’s general
population. This would lead to fluctuations in the
degree of inequality between neighborhoods rather
than within them.

For the variable of primary interest—population
density—the results demonstrate a clear, negative
association with the extent of income variation
within neighborhoods. As the change in population
density decreases by 1 SD in the cross section, the
change in (log) income variance within block groups
increases by approximately 1 percentage point.
(Recall that this magnitude is virtually identical
to the one estimated for overall income variation).

Given this finding, it is perhaps not surprising
that the estimated association between density and
between-neighborhood inequality is extremely
small. None of the three specifications produces a
statistically or economically significant coefficient
on the change in population density. Based on these
results, there is little evidence that urban decentral-
ization is associated with rising income differentials
between neighborhoods. The negative association
between density and the variance of household
income observed in Table 3 seems to be driven
almost entirely by the change in within-
neighborhood income differences.

Instrumental Variables Estimates

One obvious criticism of this estimation is the
potential endogeneity of changes in density with
respect to changes in inequality. A rise in the degree
of income dispersion in a metro area, for example,
may induce residents to segregate further, possibly
leading to greater decentralization. It is not implau-
sible that high-income households may seek to

12 Rising income differentials, for example, may generate greater differ-
ences in the demand for certain local public goods or an increasing
desire to avoid “negative” neighborhood effects.

13 In fact, a strong negative connection exists between the initial level
of density in a metro area and the extent to which it decentralizes over
the next 10 years. A simple regression of the change in density on
its initial level in the data used here produces a coefficient (standard
error) of –0.04 (0.004) with a goodness-of-fit statistic equal to 0.14.

14 As demonstrated by the results from F tests of marginal significance
reported in Table 5, both sets of instruments are significant predictors
of the change in density between 1990 and 2000.
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the estimated coefficients on density are quite
similar. The OLS results suggest that, instead of
decreases in density generating greater inequality
between neighborhoods, they may generate smaller
interneighborhood income differences.

This result, however, may be the product of
endogeneity, whereby some aspect of rising
between-neighborhood inequality may cause den-
sity to rise. For example, rising income segregation
between neighborhoods may be associated with
rising returns to the highly educated residents, who
may desire to live in traditional city centers (e.g.,
Brueckner and Rosenthal, 2008). This would create
an upward bias in a truly negative association
between density and inequality.

I consider, therefore, the use of IVs, which
produces a somewhat different set of conclusions.
These suggest little association between density
and the difference between the neighborhoods at
the 90th and 10th percentiles of the log income
distribution, which is consistent with the results
examining the between-neighborhood component
of total income variation documented above. When
separated into 90-50 and 50-10 differentials, how-
ever, the difference between the 90th percentile
and the median tends to increase significantly as

Other Measures of Between-
Neighborhood Inequality

This section expands on the analysis of
between-neighborhood inequality by considering
how changes in metropolitan area density influence
some alternative measures of income differences
across block groups. In particular, how do differ-
ences among the 90th, 50th, and 10th percentiles
of the block group (average) household income
distribution within each metropolitan area change
as metropolitan areas decentralize?15 Although per-
centile differences are not typically used in studies
of neighborhood income inequality, they are com-
monly used to quantify inequality between indi-
viduals (e.g., Juhn, Murphy, and Pierce, 1993).

Table 6 shows the results from the same three
specifications considered above, each of which is
estimated by OLS and IV.16 Regardless of whether
the percentiles are computed in a weighted or
unweighted fashion (where the weights are given
by the number of households in each block group),

15 On average, metropolitan areas in the sample contain 460 block
groups each (minimum = 27, maximum = 14,019), so calculating
percentiles is a reasonable exercise with these data.

16 Recall that in all cases, standard errors are adjusted for heteroskedas-
ticity and within–metro area correlation.

Table 5
Instrumental Variables Estimates

IV (density) IV (industry shares)

Dependent variable I II III I II III

Variance change log income distribution –0.24* –0.10* –0.04 –0.07 –0.10* –0.04
(0.06) (0.03) (0.03) (0.05) (0.04) (0.04)

Within-neighborhood inequality component –0.20* –0.11* –0.066* –0.07 –0.10* –0.07*
(0.05) (0.03) (0.03) (0.05) (0.04) (0.04)

Between-neighborhood inequality component –0.04 0.01 0.02 –0.003 0.001 0.03
(0.03) (0.02) (0.03) (0.04) (0.03) (0.03)

F test 40.2 95.1 88.03 5.26 9.79 8.72
(0) (0) (0) (0) (0) (0)

NOTE: Data represent 359 observations. Coefficients are for the change in log population density. Dependent variables are the changes
in the variance, the within-neighborhood component, and the between-neighborhood component between 1990 and 2000. Instruments
are log density or industry employment shares in 1980. Specifications follow data reported in Tables 3 and 4. Standard errors (reported
in parentheses, except for F tests) are adjusted for both heteroskedasticity and within–metro area correlation of the regression error terms.
F test reports results from test of the (marginal) significance of the instruments from the first-stage regression for the appropriate specifi-
cation (p-value under null that the IV coefficients are zero appears in parentheses). *Significant at ≥10 percent.
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Table 7 shows a more detailed set of results
describing these associations; it reports the coeffi-
cients on the change in density in regressions in
which these three individual quantiles are speci-
fied as the dependent variables. The OLS results
again suggest that declining density may lead to
smaller income differences between block groups
because the estimated associations are positive and
increasing in moving from the 10th percentile to
the 90th. Hence, decreases in density ought to
reduce the average income at the top of the block
group distribution by more than it does at either
the middle or the bottom.

The OLS results may be biased, however
(again, because of the likely endogeneity of changes
in population density in relation to changes in
inequality). IVs, therefore, may offer more reliable
estimates. The IV results indicate that the 90th and
10th percentiles of the block group income distri-
bution vary little with population density. Only two
of the 24 estimates for these two quantiles differ
statistically from zero. This finding is interesting
because it suggests that urban decentralization is
not associated with the top of the neighborhood
income distribution pulling away from the rest of

cities decentralize. At the same time, the difference
between the median and the 10th percentile appears
to decrease as a metro area population spreads out.
Indeed, the estimated associations between density
and the 50-10 gap are significantly positive when
initial density is used as an instrument for its future
change. When combined, of course, these two
observations are perfectly compatible with the
finding that the 90-10 differential shows little
association with changes in density.

This evidence suggests that, although there
seems to be little association between urban decen-
tralization and measures of the overall degree of
income variation across different neighborhoods,
the same is not true for all parts of the income dis-
tribution. As city populations spread out, there
appears to be an increase in the average incomes
of neighborhoods at the top relative to the middle.
Particularly, high-income households may segre-
gate themselves to a larger extent as populations
spread out. On the other hand, the gap between
the average incomes at the middle of the distribu-
tion and those at the bottom shrinks, which may
reflect greater income mixing among middle- to
lower-income households. 

Table 6
Alternative Measures of Between-Neighborhood Inequality

OLS IV (density) IV (industry shares)

Dependent variable I II III I II III I II III

Unweighted 90-10 percentile 0.04 0.07* 0.10* –0.30* –0.055 0.06 –0.23 –0.20 –0.07
difference (0.03) (0.04) (0.04) (0.15) (0.10) (0.11) (0.18) (0.13) (0.13)

Unweighted 90-50 percentile 0.02 0.035 0.06* –0.41* –0.20* –0.13* –0.23* –0.24* –0.15*
difference (0.03) (0.03) (0.03) (0.10) (0.07) (0.07) (0.11) (0.08) (0.08)

Unweighted 50-10 percentile 0.02 0.03 0.03 0.09 0.14* 0.19* –0.01 0.04 0.07
difference (0.02) (0.02) (0.02) (0.10) (0.07) (0.08) (0.11) (0.09) (0.10)

Weighted 90-10 percentile 0.05 0.067* 0.09* –0.35* –0.07 0.01 –0.08 –0.14 0.002
difference (0.04) (0.04) (0.036) (0.13) (0.09) (0.09) (0.17) (0.13) (0.13)

Weighted 90-50 percentile 0.02 0.027 0.06* –0.40* –0.19* –0.16* –0.10 –0.17* –0.09
difference (0.03) (0.03) (0.03) (0.10) (0.06) (0.07) (0.10) (0.08) (0.08)

Weighted 50-10 percentile 0.03 0.04* 0.03 0.06 0.12* 0.17* 0.01 0.03 0.09
difference (0.02) (0.02) (0.03) (0.10) (0.06) (0.07) (0.10) (0.08) (0.08)

NOTE: Coefficients are for the change in log population density. Standard errors (reported in parentheses) are adjusted for both hetero -
skedasticity and within–metro area correlation of the regression error terms. Specifications follow data reported in Tables 3 and 4.
*Significant at ≥10 percent.
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Table 8 reports the coefficients on the change
in log density from every specification considered
using block group–level observations. In general,
the tract-level results yield very similar conclusions.
The extent of income inequality observed within
tracts shows a strong, negative association with
population density, whereas between-tract inequal-
ity shows little correlation with density.

With regard to the percentile differences, the
OLS results again suggest that, if anything, urban
decentralization may be associated with smaller
between-neighborhood gaps, not larger. The IV
estimates are mostly insignificant, although there
is some evidence that the gap between the top and
middle of the neighborhood income distribution
widens somewhat as population density declines.
As noted previously, this finding seems to reflect
a decrease in the median relative to the 90th per-
centile, which could be the product of greater mix-
ing of medium- and low-income households in
suburban neighborhoods.

the distribution. It is also not associated with the
bottom of the income distribution falling farther
behind the remainder of the distribution. The
median, however, does show significantly positive
variation with density in most instances, suggesting
that urban decentralization may be associated with
a decline in the incomes of neighborhoods at the
middle of the distribution. This result, of course,
explains why the gap between the top of the income
distribution rises while the gap at the bottom falls.

Inequality Within and Between Tracts

While the basic geographic unit of analysis in
this paper is the block group, many existing studies
of neighborhood-level economic outcomes have
typically focused on Census tracts, which repre-
sent a larger geographic area. The median Census
tract consists of approximately 1,649 households
and covers roughly 1.3 square miles compared with
526 households and 0.33 square miles for block
groups. Given the prevalence of tract-level analyses
in the literature on neighborhood outcomes, this
section considers whether the definition of neigh-
borhoods as tracts, rather than block groups, alters
the results in any substantive way.17

17 On average, metropolitan areas in the sample contain 147 tracts
each (minimum = 10, maximum = 4,507).

Table 7
Individual Quantile Results

OLS IV (density) IV (industry shares)

Dependent variable I II III I II III I II III

Unweighted 90th percentile 0.26* 0.21* 0.17* –0.18 0.01 0.02 –0.08 –0.02 0.01
(0.03) (0.03) (0.03) (0.11) (0.07) (0.07) (0.11) (0.08) (0.08)

Unweighted 50th percentile 0.24* 0.17* 0.10* 0.23* 0.21* 0.15* 0.15* 0.23* 0.16*
(0.03) (0.02) (0.02) (0.08) (0.05) (0.05) (0.07) (0.06) (0.06)

Unweighted 10th percentile 0.22* 0.14* 0.07* 0.13 0.07 –0.05 0.16 0.19* 0.09
(0.03) (0.03) (0.03) (0.13) (0.08) (0.08) (0.12) (0.10) (0.10)

Weighted 90th percentile 0.27* 0.20* 0.16* –0.28* –0.01 –0.04 –0.02 –0.02 –0.01
(0.04) (0.03) (0.03) (0.12) (0.07) (0.06) (0.11) (0.08) (0.08)

Weighted 50th percentile 0.24* 0.17* 0.10* 0.13 0.18* 0.12* 0.08 0.15* 0.08
(0.03) (0.02) (0.02) (0.08) (0.05) (0.04) (0.07) (0.06) (0.05)

Weighted 10th percentile 0.21* 0.13* 0.066* 0.07 0.06 –0.05 0.07 0.12 –0.01
(0.04) (0.03) (0.03) (0.11) (0.07) (0.07) (0.12) (0.09) (0.09)

NOTE: Coefficients are for the change in log population density. Standard errors (reported in parentheses) are adjusted for both hetero -
skedasticity and within–metro area correlation of the regression error terms. Specifications follow data reported in Tables 3 and 4.
*Significant at ≥10 percent.
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Table 8
Tract-Level Results

OLS IV (density) IV (industry shares)

Dependent variable I II III I II III I II III

Within component –0.07* –0.08* –0.07* –0.21* –0.11* –0.06* –0.08 –0.10* –0.06*
(0.009) (0.01) (0.01) (0.05) (0.03) (0.03) (0.05) (0.04) (0.03)

Between component –0.001 –0.005 –0.001 –0.03 0.009 0.02 0.005 0.002 0.02
(0.007) (0.008) (0.007) (0.03) (0.02) (0.02) (0.04) (0.03) (0.03)

Unweighted 90-10 percentile 0.037 0.067 0.08* –0.17 –0.0002 0.05 –0.24 –0.26* –0.25
difference (0.04) (0.04) (0.04) (0.15) (0.11) (0.12) (0.19) (0.15) (0.17)

Unweighted 90-50 percentile 0.05 0.05 0.07* –0.26* –0.09 –0.11 –0.17 –0.18* –0.15
difference (0.03) (0.03) (0.036) (0.10) (0.07) (0.08) (0.12) (0.10) (0.10)

Unweighted 50-10 percentile –0.01 0.01 0.007 0.10 0.09 0.16 –0.07 –0.08 –0.10
difference (0.03) (0.03) (0.03) (0.13) (0.09) (0.10) (0.13) (0.11) (0.13)

Weighted 90-10 percentile 0.04 0.056 0.09* –0.30* –0.09 –0.05 –0.27 –0.27* –0.17
difference (0.04) (0.04) (0.04) (0.17) (0.12) (0.14) (0.18) (0.15) (0.16)

Weighted 90-50 percentile 0.05 0.05 0.08* –0.27* –0.11 –0.08 –0.25* –0.25* –0.21*
difference (0.03) (0.04) (0.04) (0.13) (0.10) (0.11) (0.15) (0.12) (0.13)

Weighted 50-10 percentile –0.01 0.005 0.01 –0.03 0.02 0.03 –0.01 –0.02 0.04
difference (0.02) (0.03) (0.03) (0.12) (0.08) (0.10) (0.12) (0.10) (0.11)

Unweighted 90th percentile 0.30* 0.24* 0.19* –0.05 0.10 0.01 –0.05 0.02 –0.04
(0.04) (0.04) (0.04) (0.11) (0.07) (0.08) (0.13) (0.10) (0.10)

Unweighted 50th percentile 0.25* 0.18* 0.11* 0.21* 0.19* 0.12* 0.12 0.20* 0.10*
(0.03) (0.02) (0.02) (0.08) (0.05) (0.06) (0.08) (0.07) (0.06)

Unweighted 10th percentile 0.26* 0.17* 0.11* 0.12 0.10 –0.04 0.19 0.28* 0.21*
(0.04) (0.03) (0.03) (0.13) (0.09) (0.09) (0.14) (0.12) (0.12)

Weighted 90th percentile 0.27* 0.20* 0.17* –0.15 0.03 –0.01 –0.14 –0.09 –0.11
(0.04) (0.03) (0.04) (0.13) (0.09) (0.10) (0.14) (0.11) (0.12)

Weighted 50th percentile 0.23* 0.15* 0.08* 0.12 0.14* 0.07 0.11 0.16* 0.10*
(0.03) (0.02) (0.02) (0.08) (0.06) (0.06) (0.08) (0.06) (0.06)

Weighted 10th percentile 0.23* 0.15* 0.07* 0.15 0.12 0.05 0.13 0.17* 0.07
(0.04) (0.03) (0.03) (0.13) (0.08) (0.10) (0.11) (0.10) (0.11)

NOTE: Coefficients are for the change in log population density. Standard errors (reported in parentheses) are adjusted for both hetero -
skedasticity and within–metro area correlation of the regression error terms. Specifications follow data reported in Tables 3 and 4.
*Significant at ≥10 percent.
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populated, for instance, suburban neighborhoods
may more readily accommodate households with
widely varying income levels than central cities,
where individuals reside in closer proximity. This
may be similar to the finding reported by Glaeser
and Kahn (2004) that suburbs are more racially
integrated than central cities.

Unfortunately, why overall income inequality
increases with urban decentralization remains
unresolved. If sprawling cities were simply reor-
ganizing their populations from dense, segregated
collections of neighborhoods into less-dense, hetero-
geneous sets of neighborhoods, the rise in within-
neighborhood inequality should be offset by a drop
in between-neighborhood inequality. The data show
little evidence of any such drop.

One possible explanation is that urban decen-
tralization may be associated with greater industrial
heterogeneity (beyond what this analysis controls
for), at least in the sense that suburban areas might
have large numbers of particularly low-wage jobs,
high-wage jobs, or both. A large presence of jobs in
typically low-wage sectors, such as food services
and accommodation or retail trade, for example,
may contribute to higher inequality within neigh-
borhoods. On a more speculative level, less-dense
suburban areas might be characterized by fewer
social interactions among individuals of different
groups, as defined by income or education. That
is, although suburban neighborhoods may have a
more heterogeneous mix of residents, the extent
of productive interaction among them may be rel-
atively low. Following Glaeser (1999), this may
lead to greater income inequality as “less-skilled”
workers have fewer opportunities to learn from
their “more-skilled” counterparts. 

At this point, both explanations are purely
hypothetical and, therefore, require greater research.
Given the relative dearth of studies of the inequality–
urban decentralization issue, such research cer-
tainly seems worthwhile.
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APPENDIX
Income Categories Used in Analysis*

1980 Income Categories ($) 1990 Income Categories ($) 2000 Income Categories ($)

0-4,999 0-4,999 0-9,999

5,000-7,499 5,000-9,999 10,000-14,999

7,500-9,999 10,000-12,499 15,000-19,999

10,000-12,499 12,500-14,999 20,000-24,999

12,500-14,999 15,000-17,499 25,000-29,999

15,000-17,499 17,500-19,999 30,000-34,999

17,500-19,999 20,000-22,499 35,000-39,999

20,000-22,499 22,500-24,999 40,000-44,999

22,500-24,999 25,000-27,499 45,000-49,999

25,000-27,499 27,500-29,999 50,000-59,999

27,500-29,999 30,000-32,499 60,000-74,999

30,000-34,999 32,500-34,999 75,000-99,999

35,000-39,999 35,000-37,799 100,000-124,999

40,000-49,999 37,500-39,999 125,000-149,999

50,000-74,999 40,000-42,499 150,000-199,999

— 42,500-44,999 —

— 45,000-47,499 —

— 47,500-49,999 —

— 50,000-54,999 —

— 55,000-59,999 —

— 60,000-74,999 —

— 75,000-99,999 —

— 100,000-124,499 —

— 125,000-149,999 —

NOTE: *See footnote 6.


